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A bstract

A com m on issue for classification in scientific research and industry is the

existence of im balanced classes. W hen sam ple sizes of different classes are

im balanced in training data,naively im plem enting a classification m ethod often

leadsto unsatisfactory prediction resultson testdata.M ultiple resam pling tech-

niques have been proposed to address the class im balance issues.Yet,there

is no general guidance on w hen to use each technique. In this article, w e

provide a paradigm -based review of the com m on resam pling techniques for

binary classification under im balanced classsizes.The paradigm s w e consider

include the classicalparadigm thatm inim izestheoverallclassification error,the

cost-sensitive learning paradigm thatm inim izesa cost-adjusted w eighted type I

and type IIerrors,and the N eym an–Pearson paradigm thatm inim izesthe type

IIerrorsubjectto a type Ierrorconstraint.U ndereach paradigm ,w e investigate

the com bination ofthe resam pling techniques and a few state-of-the-art clas-

sification m ethods.For each pair of resam pling techniques and classification

m ethods,w e use sim ulation studies and a realdataset on creditcard fraud to

study the perform ance underdifferentevaluation m etrics.From these extensive

num ericalexperim ents,w edem onstrateundereach classification paradigm ,the

com plex dynam icsam ong resam pling techniques,base classification m ethods,

evaluation m etrics,and im balance ratios.W e also sum m arize a few takeaw ay

m essagesregarding thechoicesofresam pling techniquesand base classification

m ethods,w hich could be helpfulforpractitioners.
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1 IN T R O D U C T IO N

C lassification isa w idely studied type ofsupervised learn-

ing problem w ith extensive applications. A m yriad of

classification m ethods (e.g.,logistic regression [LR],sup-

portvector m achines [SV M s],random forest[R F],neural

Yang Feng and M in Zhou contributed equally to thisw ork.

netw orks [N N s],boosting),w hich w e refer to as the base
classification m ethods in this paper,have been developed

to dealw ith differentdistributions ofdata [32].H ow ever,

in the case w here the classes are of different sizes (i.e.,

the im balanced classification scenario),naively applying

the existing m ethods could lead to undesirable results.

Som e prom inentapplicationsinclude defectdetection [4],

m edicaldiagnosis [16],fraud detection [66],spam em ail
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