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Abstract

Experimental designs and modeling are very important in chemometrics and
chemical engineering. There are many kinds of experimental designs, which
include the fractional factorial design (including the crthogonal design), the
optimal regressign design, and the uniform design. The uniform experimental
design can be regarded as a fracticnal factorial design with model uncertainty,
a space filling design for computer experiments, a robust design against
mivdel specificativn, and & supersaluraled desige. This paper gives g briel
introduction to the recent theoretical developments on uniform experimental
design as well as its applications in chemometrics.
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Absiract The research of developing efficient methodologies for consiructing opi-
mal experimental designs has been very active in the last decade. Uniform design is
e oL e Mos DOEULER APProacnes, carried our by NIRG up eLperimentl poine in A
determinately uniform Fashion. Applications of coding theory in experimental design
are interesting and promising. Quaternary codes and thelr binary Gray map images
aitracted mueh attention from those researching design of experiments in recent years.
The present paper aims at exploring new resulis for constructing uaiform designs based
on guaternary codes and their binary Gray map images. This paper studies the opii-
mality of quaternary designs and their two and three binary Gray map image designs in
ternis of the uniformicy criteria measured by: the Loe, wrap-aroumd, synimetric, cen-
tered and mixture discrepancies. Stong relationships between quaternary designs and
their two und three binary Cieay map image designg are obtained, which can be used
for efficiently constructing two-level designs from four-level desipns and vice versa.
The significance of this work is evaluated by comparing cur resulis 1o the existing
litcrature.

Keywords Coding theory - Gray map images - Quatérnary design - Rinary dezipgn -
Uniform design - Uniformity criteria
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ARSTRACT ARTICLE HISTORY

The foldover plan is a transformation map for adding a foldover  Feceived 21 May 2017
design to tha initial design, thus resufting in 3 combined design  Accepted | Rovember 2018
wehieh can be weed fer kreaking the links kevwen aliased offecie ThIE  prewepne

paper discusses the optimality of foldover plansforfour-level desions  rogover plan: Foldover
wia the mast comman Criteria: the generalized word-length patiern  soggn; combinod design:
[GWLF}, Lee discrepancy (LDV, wrap-around dEcrepancy (WD), cen- optimred foldower plan;
tered discrepancy (T and mixture discrepancy (MO We prove that — alurepancy; gemeral izod
the L0 WD and GWLP are equivalent for; any initial design and the  wosd-length pattam
comresponding foldover designs; any foldover design and its comple- e

mentary fokdover desigryand any combined desian and Its comple-  copee cop e

mentary combined design. However, these inferesting properties do 3
not necessanily take place in the cases of the (D and MD. New aralyt-
ical expressions and lower bounds of these giscrepancies are given
Tor inftlal and combined designs, which can De used as Dendnmarks
for constructing uniform designs. For illustration of the usage of our
theoretical results, a catalog of optimal fofdover plans for construct-
ing L-uniform minimom aberrabion four-level combined designs
that Involve 2 = m = 10 faciors with & = n = 52 run & Bbulated,
whiich can be used for investigating either qualitative ar quantitative
factars.

1. Introduction

A symmetric full factorial experiment (FuFE) is an experiment whose (#; 5™ }-design con-
sists of m factors, each with s levels, and whose runs » takes on all Pn.tiﬁiHe combinations of
levels across all factors, Le. # = 5. A FuFE delivers botter information about the system
under study and permits the researcher to estimate all possible effects of the input vari-
ables on the response variables. Because m grows exponentially with m, FuFEs are often
too difficult to use for real-life projects. A fractional factorial experiment (FrFE) reduces
efforts by using a fraction of a FuFE in terms of n and resources. A FrPE is constructed
by carefully choosing a fraction of n of a FuFE. The fraction is chosen so as to achicve the
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Abstract In real-life projects, in order to obtain precious information about the pro-
cexe, we ofien partition the axparimant into two stages with eqoal cize. Tha main
purposz of this article is o stody how o choos2 the first stage experimental designs
(FSED) and the second stage experimental designs (SSED) o construct uniform or al
least pood approximation Lo uniform (GATU) two-stape experimental desipns (TSED)
that involve a mixture of ay = | factors with gy = 2 levels and an = | factors with
wy = 2 levels whether repular or nonregular Through theoretical justification, this
paper proves that the S5ED is uniform (GATU) if and only if the FSED is uniform
(GATUY, the TSED is uniform (GATU)} if and only if its corresponding complemen-
tary TSED is uniform (GATUY, and the TSED is uniform or at lzast GATU f and only
if the FSED is uniform.

Keywords Second stage design - Second stape map - Two-stape desipn - Uniform
design - Optimal design - Complementary design

1 Introduction

Two-stage sequential experimentation is ofien essential to nbtain valuahle infrrmation
about the system under consideration by increasing the precision of facterial effect
estimates. Two-staze experiments have the ability of estimating the main effects of the
factorsand the significantinteractions (lower order) betwezen them, thus they havebeen
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Abstract

Computer experiments are constracted te slraulate the bebavier of complex physical systema,
Uniform designs have good parformanes in computer experiments from several aspects. In
practical use the experimenter needs to choose a small size uniform deslgn at the beginning af
an expariment due to a limit of time, bedget, resourees, and so on, and later condwet a follow up
experiment to abiain precious informsntion abeut the system, that is, 0 sequential experiment.
The Lee distance has been widely used in coding theory and its corresponding diserepanoy is an
important measure for constrocting uniform designs, This papsr proves that all the follew up
designs of a uniform design are uniform and st Jeast two of them can be used &8 optima] follow
up experimental designs. Thus, it s not pecessary that the unien of any two uokform deskgns
yioldls a uniform saquential design, Thenafors, this article prasents a theorstical jutification for
choosing the best follow up desipn of a uniform design to eonstroct a uniform saquential design
that invalves o mixture of o = 1 dactors with [k 2 2,1 2 k 2 o levels. For illustration of the usage
of tha proposed results, a closer look is given at nsing thesa results for the most extensivaly
umrl.dtp:lrf.iml::rum.:. t]lrh:fnﬂnn‘hin and ﬂ'lrh:srmmiﬁn-rlnm'gn:, which are oftan met
i prackies.
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Computer experiment  Lee diserepaney  Lee distancs  lowsrbound  sequential design
uniform design
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Abstract

The outcomes of scveral real-life experiments arise in descending order. Dual general-
ired order statistics (DGOS) have been introduced as a unification of several models of
descendingly ordered random variables like reversed ondered order statistcs, lower k-
reconds and lower Pleifer records. The asvorpiotic theory (AT proceeds by assuming
that it iz possible (in principle) o keep collacting addstinnal data, so that the sample
siTe grows infinitely. Under this assumption, many resulis can be obtained that are
unavailable for samples of finite size. The AT is widely used in various statistical
approaches, such as ordered random variables, ime series models, estimation, testing
hypotheses and so on. While the AT of DGOS from homogencous population, i.c., all
of the data points come from the same distribution, has been soundly investigated, no
rescarch has becn devoted to this problem for heteroecncous population, i.c., the data
points come from more than one distributon. This paper gives a closer ook at the AT
of TGOS based on data from a fmite mixore of distribations normalized by the same
continuoas strictly monotonic sequence or a mixture of continaous strictly monotomnic
R anS AR,

Keywords Dual generalized order statistics - Asymptotic theory - Homogeneons
population - Heterogeneous population - Normalization
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Ahbstract. Most statistical approsches nssume thae all of the dats points come from the same discri-
buslon. However, in real-life spplicaclcas che data poiots come [rom moee than one distnbution witk
o information o identily which oisoration goos with which dstnbotion. Io such coascs, tho clsssacal
axtrema vialoe theory cnn mot help us. In this paper, we ioveignie the axreme valoe thoeory of datn
Froen msose shan ope distribinion based on geacralized order sestisties under comimons sicictly monoion:
mormalizstion. This papor investipates the asvmprotic behaviors of uppor and lower extremes goeoradized
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1. Intraduction

1.1, Cenevadized erder shaliatica

Let {X;: j € N} be asequence of independent and identically distribated ramdom vacisbles with commens
probability density function [ and distribotion function F. 1F the first o random variables are arranged in
nscending order of magnrtude and written a8 X < Ko © 0 ¢ Xew. we onll them ordmary order
statistics. (enernlized order statistics have been imtroduaced by Kmr.ﬂ (1995} as o undication of several
madels of nseendingly crdered random varinhles. The genernlized order statisties X{T0 pImA |yl
are defined by their probability density function, which is given oo the cone {{nr...::n] tmp = .F'IIII]:I =
I % Sy F 1 = 2] as follows

FEE el mn) = Ef(ra)(1 — Flza))* f[ #flx (1 — Flzgi™,
=]

where 8y, ..., By are dofined by By — & > O and 8 — & 4 m - :+EI. 7 My > 0i=1L2...0n—1 amnd
8= (I e Wiy ) E RRTL,

D Mathemalics Sobjert Cleenfionios. G203, BIFOS, ETEM),

Koymerds. Maxture disiribubions; Extreme vsloe Cherys Gomralios order ststostices; Limsr nornsdestion: Power nomessl-
rasbicn; Domsmans of atbracbion

Peoeiived: B Docomber D017; Hovised: 08 April H05, Borovisod U7 May 3018 Assoptod: 19 Juse 2018

Ebowub-UlC Crams [(Mos: B3014089, RI1712 and R01810) & che Zhubai Premicor Discipline Cront aud Tan-Netional
Beience Foundation of China (Mo, 11501250} & Natural Sdence Fousdat ion of Zhojisng Provisce of Chiss (Ko, LOLLAGIDOL).

Email oddmes; a_slsavsdBifraioc.con, azsloswabinic.odo.bk, &.clsarasfonedu.eg (A M Elnsak)



)

Check for
updates

Biometrical Journal _

Received: 25 May 2018 Revised: 18 October 2018 Accepted: 23 October 2018

DOIL: 10.1002/bimj. 201800148

RESEARCH PAPER

Tuning model parameters in class-imbalanced learning
with precision-recall curve

Guang-Hui Fu!

'School of Science, Kunming University

of Science and Technology, Kunming,

P.R. China

2Yunnan Food Safety Research Institute, Kun-
ming University of Science and Technology,
Kunming, P. R. China

35 chool of Mathematics, The University of
Manchester, Manchester, UK
Correspondence:

Jianxin Pan, School of Mathematics, The
University of Manchester, Manchester, M 13
9PL, UK.

Email: jianxin.pan @manchester.ac.uk
Funding information

National Natural Science Foundationof China,

| Lun-Zhao Yi* |

Jianxin Pan®

Abstract

An issue for class-imbalanced learning is what assessment metric should be employed.
So far, precision-recall curve (PRC) as a metric is rarely used in practice as compared
with its alternative of receiver operating characteristic (ROC). This study investigates
the performance of PRC as the evaluating criterion to address the class-imbalanced
data and focuses on the comparison of PRC with ROC. The advantages of PRC over
ROC on assessing class-imbalanced data are also investigated and tested on our pro-
posed algorithm by tuning the whole model parameters in simulation studies and real
data examples. The result shows that PRC is competitive with ROC as performance
measurement for handling class-imbalanced data in tuning the model parameters. PRC
can be considered as an alternative but effective assessment for preprocessing (such as
variable selection) skewed data and building a classifier in class-imbalanced learning.

Grant/Award Numbers: 11761041, 21465016,

21775058
KEYWORDS
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1 1 INTRODUCTION

Class-imbalanced data arise from many fields of recent scientific discoveries such as rare disease diagnostics and medical imag-
ing identification where the prevalence is typically very low (Guo et al., 2017). To date, class-imbalanced learning is a relatively
new challenge and there are still many questions to be further investigated. In this study, we focus on how to use precision-recall
curve (PRC) as an assessment measurement for statistical modeling of class-imbalanced data.

So far, the widely used assessment measures for classification are classification accuracy and receiver operating characteristic
(ROC) plot. However, both of them are problematic in the presence of class imbalance. Classification accuracy is the percentage
of true results among the total number of cases in a testing set. A classifier that maximizing the accuracy is ineffective for
extremely class-imbalanced data. For example, in the case where 99% of all the data are from one class and the rest 1% belong
to the other class. A classifier can produce an accuracy of 99% even though it simply predicts all the data as the majority. Another
disadvantage of accuracy is that it always assumes that the classifier will operate on data drawn from the same distribution as
the training data. However, the class imbalance present in the training set is not always the one that is encountered throughout
the operating life of the classifier. The information related to the class imbalance of data is often not known (Provost, 2000).

ROC is often considered as the standard measurement for assessing the performance of a classifier in many fields. Its properties
and associated indices have extensively been studied (Fawcett, 2006; Ma & Huang, 2005; Zhou et al., 2012). However, ROC
curve tends to provide an overly optimistic view of the performance of an algorithm for class-imbalanced data (Davis & Goadrich,
2006), and it is insensitive to the change in class distribution. For example, if the proportion of positive to negative instances
changes in a test set, ROC curve will not change. But, the change in class distribution often leads to change of the true and false
positive rates (Webb & Ting, 2005). Realizing its disadvantages in dealing with class-imbalanced data, precision-recall curve
has become a basis for assessing classification methods on class-imbalanced data (Ozenne, Subtil, & Maucort-Boulch, 2015;

Biometrical Jowrnal 2018:1-13. www.biometrical-journal. com © 2018 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim 1



IEEE Access

Walihscplinary | Rapid Reviow | Cpen Accoss Ioumal

Received March 19, 2018, accepted April 20, 2018, date of publication April 26, 2018, date of current version May 24, 2018.

Digital Object identifier 10.1109/ACCESS.2018.2830350

A Tighter Set-Membership Filter for Some

Nonlinear Dynamic Systems

ZHIGUO WANG 1, XIAOJING SHEN"
!Department of Mathematics, Sichuan University, Chengdu 610064, China
25chool of Mathematics, The University of Manchester, Manchester M13 9PL., UK.

Corresponding author: Xiaojing Shen (shenxj@scu.edu.cn)

‘I, YUNMIN ZHU', AND JIANXIN PAN2

This work was supported in part by NSFC under Grant 6 1673282, in part by the open research funds of BACC-STAFDL of China under

Grant 2015afd1010, and in part by PCSIRT under Grant PCSIRT16R53.

: ABSTRACT In this paper, we propose a tighter set-membership filter for some nonlinear dynamic systems
by using an analytic method and a boundary sampling technique. The nonlinear dynamic systems can be
linearized about the current estimate, then the remainder term is bounded in real time by an optimization
ellipsoid, other than a priori remainder bound. For a 2-D radar system and a quadratic system, some regular
properties can be derived for the remainder term, which helps us obtain a tighter bounding ellipsoid to cover
the remainder. Moreover, the prediction step and the measurement update step are derived based on the recent
optimization method and the on-line bounding ellipsoid of the remainder, so that a tighter set-membership
filter can be achieved. The numerical examples demonstrate the effectiveness of the proposed filter.

5' INDEX TERMS Nonlinear dynamic systems, set-membership filter, randomization, semi-infinite optimiza-

tion, target tracking.

I. INTRODUCTION

Filtering techniques for dynamic systems are widely used in
practiced fields such as target tracking, signal processing,
automatic control, computer vision [1]-[4]. The Kalman
filter is a fundamental tool for solving a broad class of
filtering problems with linear dynamic systems. It is well
known that the extended Kalman filter (EKF) can be used
to handle the nonlinear dynamic systems, which is based
on local linear approximation of the nonlinear system with
the higher order term ignored. Most recently, [5] proposes
a box particle filter to analyze interval data using interval
analysis and constraint satisfaction techniques. The advan-
tage of the box particle filter over the standard particle filter
is its reduced computational complexity [6]. However, most
of Monte Carlo filtering techniques [7], [8] assume that the
probability density functions of the state noise and measure-
ment noise are known.

Actually, when the underlying probabilistic assumptions
are not realistic (e.g.. the main perturbation may be deter-
ministic), it is more natural to assume that the state noise and
measurement noise are unknown but bounded [9], then [10]
proposed set-membership estimation technique. The idea
of propagating bounding ellipsoids (or boxes, polytopes,
simplexes, parallelotopes, and polytopes) for systems with
bounded noises has also been extensively explored, for

example, see recent papers [11]-[15] and references therein.
Most of these methods concentrate on the linear dynamic
systems.

The set-membership filtering for nonlinear dynamic
systems is considered to be a difficult problem. Based
on ellipsoid-bounded, fuzzy-approximated or Lipschitz-like
nonlinearities, several studies have been made [16]-[18].
These studies assume that the ellipsoid bounds, the coef-
ficients of fuzzy-approximation or Lipschitz constants are
known before filtering, limiting their use in real-time imple-
mentation. For example, for a typical nonlinear dynamic
system in a radar, the bounds of the remainder depend on
the past estimates, so that they cannot be obtained before
filtering. References [19] and [20] develop nonlinear set-
membership filters that can estimate the bounding ellipsoid
of nonlinearities in real-time, which are called the extended
set-membership filter (ESMF) and set-valued nonlinear
filter (SVNF), respectively. Actually, if the remainder is
bounded by using a tighter ellipsoid and some recent
advanced optimization techniques for filtering, we should
be able to derive a tighter set-membership filtering for the
nonlinear dynamic system.

In order to guarantee the on-line usage of the set member-
ship filter for nonlinear dynamic systems, the nonlinear
dynamic systems are linearized about the current estimate,
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Understanding the bubble regimes is a fundamental step toward conducting heat transfer enhancement.
The non-invasive measurement of mixing inside a direct-contact heat transfer process, using a direct
video imaging technology, provides powerful opportunities for characterising the visual observations
of the phenomena and quantifying the process complexities previously. Experimental bubble shape fea-
ture parameters were obtained by means of the photographic recording technique for a direct-contact
evaporator. Four design factors with three levels respectively were analysed for the mixing system that
involves the exchange of heat between two immiscible fluids (continuous and dispersed phases). Using
the Ripley’s K function, new results are presented for two-phase flow mixing which can distinguish dif-
ferences in the mixing behavior of dispersed phase. In all cases considered, quantitative comparisons of
the evolution curves representing different experimental conditions were conducted with reported
experimental data. Following the local mixing curve, the current results can also be processed to provide
the mixing time found to be in good agreement with available data. The relationship between shape fea-
ture parameters of bubbles and volumetric heat transfer coefficient was found to be highly independent

Keywords:

Direct-contact evaporation
Dispersion and distribution
Bubbles uniformity

Shape feature parameters
Image analysis

on experimental design parameters.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

Although boiling is a complex process, it is a very efficient mode
of heat transfer in various heat exchange systems [1]. Direct-
contact boiling evaporators are widely employed as the chemical
reactors in the industrial processes [2,3]. The mixing quality and
the critical parameters (such as mixing uniformity of bubbles,
droplets, or particles, local bubble size distribution, gas holdup,
interfacial area, etc.) in reactor design and control have a great
influence on the performance of contactors [4,5]. Direct imaging
technology is an effective and convenient method for the estimation
of those critical parameters [6,7]. To the best of our knowledge,
many researchers have carried out this study thoroughly using
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numerous techniques including Doppler anemometry techniques
|8], tomographic techniques [9], invasive probe techniques, and
direct imaging techniques [10]. Additionally, image analysis with
advanced mathematical methods, regarded as a normal practice,
is gaining importance for object identification [11,12].

On the one hand, mixing uniformity of objects (bubbles, dro-
plets, or particles) has been considered [13,14]. The purpose of
mixing is to obtain homogeneous [15]. It has a decisive impact
on the overall performance of reaction processes. There is therefore
an increased desire for measuring and comparing mixing perfor-
mance | 16,17]. The efficient evaluation of mixing uniformity is also
required in the boiling heat transfer process which is one of the
most efficient kinds of heat transfer processes widely used in
numerous engineering systems. The resulting improvement heat
transfer performance is believed on how uniformly the discrete
phase is mixed into the continuous phase. The bubble detection
problem is not easy to solve because the bubbles are not transpar-
ent when imaging inside a same industrial process, which causes
the bubble appearance to vary. For granular materials, the nonuni-
formity of porosity distribution within a specimen was evaluated
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Joint Modelling of Survival and
Longitudinal Data with Informative
Observation Times

HONGSHENG DAI
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ABSTRACT. In this paper, we consider the joint modelling of survival and longitudinal data with
informative observation time points. The survival model and the longitudinal model are linked via
random effects, for which no distribution assumption is required under our estimation approach.
The estimator is shown to be consistent and asymptotically normal. The proposed estimator and
its estimated covariance matrix can be easily calculated. Simulation studies and an application to
a primary biliary cirrhosis study are also provided.

Key words: Cox model, informative observation times, log-normal distribution, longitudinal
data, multistate models

1. Introduction

The motivation for this paper arose from a primary biliary cirrhosis (PBC) study (Murtaugh
et al., 1994). The PBC is a chronic, fatal, but rare liver disease characterized by inflammatory
destruction of the small bile ducts within the liver, which eventually leads to cirrhosis of the
liver. Patients often present abnormalities in their blood tests, such as elevated and gradually
increased serum bilirubin. The research interest is to study how the drug D-penicillamine affects
event times and how the patterns of time courses of bilirubin levels affect death due to PBC.
Patients in this study will have their blood tests roughly at six months, one year and annually
thereafter. Longitudinal measurements (such as bilirubin levels) will be collected at these time
points. These predetermined time points are independent of the longitudinal measurements;
however, some longitudinal observations may be observed at an ‘extra’ visit, which is often
undertaken unexpectedly because of worsening medical condition. Therefore, such an observa-
tion time point is informative to the longitudinal measurement. For survival events, a patient
in this study may experience a single event, death/transplant (or censoring), or may experience
a death/transplant (or censoring) event and an extra visit to clinic (implying worsening medical
condition).

Multiple event models such as multistate models (Andersen and Keiding, 2002; Meira-
Machado et al., 2009) are suitable for modelling the extra-visit event and death event. To
incorporate the effects of longitudinal measurements, we consider a joint analysis of multiple
event models for the survival data and linear mixed effect models for the longitudinal measure-
ments, where the dependency on the informative observation time points is also considered.
The sub-models are joint via a common biomarker process. Such joint models for longitudinal
data and survival events have been well developed, when the observation times for longitudinal
data are non-informative. Henderson et al (2000) demonstrated the advantage of using a joint
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1. Introduction

Modeling of longitudinal data has been of special interest in statistics during recent
decades. Depending on the context, several approaches have been used: multivariate
analysis, linear and generalized linear mixed and mixture models, structural equation
models, Bayesian methods, quantile regression, and so on. For comprehensive summaries
of different approaches to longitudinal data analysis we can refer to Fitzmaurice et al.
(2011) and Diggle et al. (2013), for example.

In our approach the focus is on the situation, where the studied population is not
completely homogeneous over time, but is instead comprised of groups of individuals with
the same kind of mean developmental profiles. One approach to understanding such hetero-
geneity is to apply the theory of finite mixtures (FM). Nagin (1999; 2005) and Jones et al.
(2001) apply the generalized linear models theory to FM with the assumption that observa-
tions within a given mixture are independent. A further extension is to take some model
parameters (e.g., polynomial coefficients) as random variables or (latent factors); see, for
example, Muthen and Khoo (1998). These random terms can then be used for modeling the
correlation of the observations within a component mixture. The other kind of mixture
regression application arises if part of the random model parameters arise from a mixture
distribution (see, e.g., Verbeke and Lesaffre 1996).

The focus in the present study is especially on modeling the mean within the mixture using
semiparametric regression techniques (Nummi et al. 2011; Nummi et al. 2013). The mean
consists of one time-dependent smooth term and a set of linear predictors that may or may not
depend on time. Model terms are estimated using the penalized likelihood method with the EM
algorithm. This study also introduces a computationally feasible alternative that provides an

CONTACT Tapio Nummi @ tan@utafi @ Faculty of Natural Sciences, University of Tampere, Tampere, FIN-33014, Finland.
Color versions of one or more of the figures in the article can be found online at www.tandfonline.com/ujsp.
© 2018 Grace Scientific Publishing, LLC
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HIGHLIGHTS

e Adeterministic and a stochastic tumor-immune model are constructed.

» The basic dynamical properties are investigated in the deterministic model.

e The CTMC model is harnessed to estimate the extinction probability of tumor cells.
» Numerical simulations are performed to confirm the obtained theoretical results.

ARTICLE INFO ABSTRACT
Article history: Modern medical studies show that chemotherapy can help most cancer patients, especially
Received 21 February 2017 for those diagnosed early, to stabilize their disease conditions from months to years, which

Received in revised form 3 January 2018 means the population of tumor cells remained nearly unchanged in quite a long time after

fighting against immune system and drugs. In order to better understand the dynamics of
tumor-immune responses under chemotherapy, deterministic and stochastic differential

ﬁ}::gf;émpy equation models are constructed to characterize the dynamical change of tumor cells
Deterministic model and immune cells in this paper. The basic dynamical properties, such as boundedness,
Stochastic model existence and stability of equilibrium points, are investigated in the deterministic model.
Tumor Extended stochastic models include stochastic differential equations (SDEs) model and

continuous-time Markov chain (CTMC) model, which accounts for the variability in cellular
reproduction, growth and death, interspecific competitions, and immune response to
chemotherapy. The CTMC model is harnessed to estimate the extinction probability of
tumor cells. Numerical simulations are performed, which confirms the obtained theoretical
results.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Cancer treatment is a major public health problem in most parts of the world. It causes the highest mortality rate in
economically developed countries and the second highest mortality rate in developing countries [1]. In 2012, there were
about 14.1 million new cancer cases and 8.2 million deaths in the world based on the GLOBOCAN estimates. The occurrence
of cancer is increasing as a result of population aging and growth, leading to an increasing prevalence of established risk
factors such as smoking, overweight, physical inactivity, and changing reproductive patterns associated with urbanization
and economic development [2].
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The purposed of this article is to introduce a novel approach (uniformity measure, U) based on entropy
theory for measuring the micron-particle blend homogeneity of aqueous electrolytes, which applies
directly to the imaging data of flow field and does not require contacting and disturbing it. Effectiveness
of the new method has been illustrated on synthetic imaging data. To verify the feasibility of our method
for real experimental data, we analyze the flow-field images from electrode posited Zn-Fe-Si0; composite

coatings process. The numerical results showed that the potential of proposed method was demon-

Keywords:

Flow-field characteristics
Composite electro deposition
Uniformity measure

Plating parameters
Zn-Fe-Si0y

strated successfully to guantitatively establishes association between plating parameters and flow field
characteristics. The possible recommendations are to monitor the deposition of micro-particles during
the composite electrodeposition processes and to apply this technigue for studying a variety of multi-
phase mixing problems in which assessment of uniformity is required.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

As one of the most significant metallic material surface finishing
technologies and metal-based composite material preparation
technologies, composite electrodeposition plating technology is
widely adopted to prepare the new chemical materials with satis-
factory performance [1-4]. In particular, it is one of most
commonly practiced industrial techniques for the fabrication of
zinc coatings which are widely used for the corrosion protection of
ferrous materials, acting both as a physical barrier from the sur-
rounding corrosive environment and as a self-sacrificial anodic
protective layer [5—8]. There are two basic types of Zn and Zn alloy
plating baths currently available: acid and alkaline type [9—11].
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sources Clean Utilization, Kunming University of Science and Technology, Kunming
650093, PR China,
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0925-8388(© 2017 Elsevier B.V. All rights reserved.

Blend homogeneity is key to composite electrodeposition, and re-
searchers put substantial resources into inspiring flow field to
develop mixing uniformity. Zinc is a well-known sacrificial coating
material for iron and co-deposition of suitable particles is of in-
terest for further improving its corrosion protection performance
[12—14]. Electrodeposition of zinc-iron alloys is of practical
importance since they have better corrosion resistance and me-
chanical properties than pure zinc coating [15,16]. Although some
of the open research focused on electroplating technological pa-
rameters and electrochemical theory, the number of publications
which address the quantification of flow-field characteristics of
electrolyte solution is very limited [17].

Studies show that the mixing quality of electrolyte solution and
the electrochemical reaction on the surface of are important for
appraising performance of composite electrodeposition. However,
the reports have not been completely able to provide a quantitative
interpretation of mixture. Khan et al. (2011) reported a detailed
study of Zn-Si0z nanocomposite coatings deposited from a zinc
sulfate (ZnS04) solution at pH =3 [ 13]. Shahri et al. (2013) prepared
a new nanocomposite coatings by means of the conventional
electrodeposition in chloride solution containing different con-
centrations of hexagonal boron nitride particles [18]. Xia et al.
(2013) investigated the microstructure of Ni-AIN composite
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Im recenit years, balffic in wissless networks has expecienced
explosive prowth as 4 msull of widespread osage of mobilke
communication devices and increasmg popolanty of mobik
mulEmedia applicatioms. Meamwhile, mo bl servioe providers
(NSRS an expeeted 10 smullaneously supgeon wontical mobik
applications and (heir dverse requiresents, such as ulirs.low
latercy, densely Bsmibuiesd wsers, high scalability, and high
melzahifity [1]. The hfth genetation mokile networks (30} have
heen proposed fo addeess (e isues amd are expecied in
b pan inin sendon ground 2000 2], Comperd so trdit naal
maohile networks (403 or eartiers thal were mainly desigred
Ior pafaring & spacile e ol snvion sach 25 wolen el or
Imtemet aocess, 50 bas significantly higher capacity (al leasl
1000 times mone ghan 45} that enables il o suppor varkous
emerging applications such as e-health, virual realify, and
amtomatic monitonng of unreanned devices [1.

Wirsles setwork slicing (WS} is 8 edmique propossid
recently o provide specialized and dedicsisd viriual e w orks
{sirey) 10 TS with cosiomized mamirements [F] a0 shoes

creabed are built on & commmon physical neteork infrastuciure
wills (he heldp of neswork function virualizaion s solwane
defined retworking lechnalogies [5]. The nain advaniages of
WA e il e ililiny wod hew cosl. MEFs can ol e
mﬂl’l-d[‘mm |I|‘l'|'llﬂ svices for a srgs ol q'mTHZ‘ -
narcs withaot imesing in addiioma) physical mirastmcims.

Hocauan of the multimde and diversity of reomests from
various applications, aneficent sehedsling policy is essenizal
i mamage network nesouces and allocate these resources
I weers efectivels. However, il &5 waally difficull o de-
The an opimal scheduling palicy in practcal simmbons, as
craventional dymamic opEimizion echniqens ae wsamlly
cranpat ¢ pEehihitive Tor nemwarks of practical siee.

Caising b podicics For WNS leve mainly fooused
o achisving bener Cusiy of Senvice 1005) of nerwirks 2.2
[40-[E]y. Meanwhile, anergy sMciency, a¢ another impoaant
isme in wintkss communicaion, has been birge v ignoed in
WHS studics. In fnct, improvng cnemy efficiency of wineless
networks can sigmificanily reduce the opemting cost of M
and have a posisive Imgact on ke eovironment [)

Our gm far this paper |5 50 Propose & cormpaiaticoally
eflicient dynamic scheduling poBoy for WKS, such thal nsers
an ke provided with appropriale network nesowrces when
Tequucling 2 slice. In padicular, the policy fcuss oo mani
mizing energy eMmoicacy of the meework, defined as the mtio
al long-ran aweraac (hroughpa! 5 ONg-mun mUTEse [ower
comsumption %],

Our nevork. modad iﬂm seweral Barors in recent
development of wirsless communscalons. Specifically, we
comiider 3 hetermeneous wirsiss gatwork conzising of diC
feremt communivarion acdes (Chs), e g celiular base slations
ar Wik access points; moa denscly popalied mea, where
the fast growing number of mobile wsers thil mquire a loger
mimbar of CMe and bigher CN capaciting [ Fach 0N nas
erent power colcaumiion profils &l maxican capacily
I Commpctions berween ssers and CMe afe established
‘based un the Ovibogonall Prequency - Division Multipl: Aocess
AOFDMA ) scheme, in which orthogonal clamels an: allocated
im users in bath frequency and iime domains [TT]. [128

The main conmbagions of this paper are summarired as
Tarlloms:



Statistical Fapers
ttpsifdoi ceg 101 D07 /500 363-015-01143-6

‘REGULAR ARTICLE

=

Sharp lower bounds of various uniformity criteria
for constructing uniform designs

A. M. Elsawah3(% . Kai-Tai Fang'? . Ping He" . Hong Qin*®

Received: 20 January 2019/ Revised: 14 Dchober 2019
& Springer-Verlag GmbH Germany, part of Springer Nature 2015

Abstract

Several technigues are proposad for designing experiments in scientific and industrial
areas in order to gain much effective information using a relatively small nomber
of trinls. Uniform design (LY plays a significant role due to its flexibility, cost-
efficiency and robustness when the underlving models are unknown. UL seeks its
design points to be uniformly scattered on the experimental domain by minimizing the
deviation between the empirical and theoretical uniform distribution, which is an NP
hard problem. Several approaches are adopted to reduce the compatational complexity
of searching for UDs. Finding sharp lower bounds of this deviation (discrepancy) is
one of the most powerful and significant approaches. UDs that involve factors with bao
levels, three levels, four levels or a mixture of these levels are widely used in practice.
This paper gives new sharp lower bounds of the most widely used discrepancies,
Lee, wrap-around, centered and mixture discrepancies, for these types of designs.
Mecessary conditions for the existence of the new lower bounds are presented. Many
results in recent literature are given as special cases of this study. A critical comparison
study between our resulis and the existing literature is provided. A new effective
version of the fast local search heuristic threshold accepting can be implemented
using these new lower bounds. Supplementary material for this article is available
omline.

Keywords Balanced design - Uniform design - Discrepancy - Lower bound
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ABSTRACT ARTICLE HISTORY
Representative points (RPs) are a set of points that optimally represents Received 5 February 2017
a distribution in terms of mean square error. When the prior dataisloca- ~ Accepted 25 September 2017

tion biased, the direct methods such as the k-means algorithm may be
inefficient to obtain the RPs, In this article,. a new indirect algorithm s Goiod lattice polntset: Kerivel
proposed to search the RPs based on location-biased datasets. Such an estimator; Randomized
algorithm does not constrain the parameter model of the true distribu- likelihood sampling;

tion. The empirical study shows that such algorithm can obtain better Representative point

RPs than the k-means algorithm.
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1. Introduction

A complex equipment such as military radar should do type approval test before the large-
scale production. The type approval test can verify the performance of the equipment such as
the condition in which the equipment works well or loses efficacy, and the consistence with the
performance parameters provided by manufacturer. Usually, the department for organizing
type approval test is different with the manufacturer, who may provide some dataset of prior
experiments of the equipment for the reference of the stage of type approval test.

Let the prior data be (x;, y,),i =1,...,n, where x; is the ith independent variable, y, is
the response, and n is often very large. One may directly use the full prior data to estimate
the unknown distribution of the response and the model between x and y. However, the prior
experiments may not be well designed, for example, most of the data locate at a partial region
of the experimental domain. One possible reason is that the manufacturer may only show the
dataset with goodness of the equipment and cut down the dataset with some shortcomings.
For example, the true distribution is the uniform distribution on [0, 1], while most of the prior
data locate at [0, 0.5] or the empirical distribution of prior dataset is much different with the
true distribution. Such prior dataset is called as location-biased data. Usually, the researchers
may have some prior knowledge of the prior dataset, that is, whether it is location biased
or not. Then, it is necessary to use some methods to obtain the true information based on
the prior data. One useful way is to find some typical cases of the true distribution, that is,
representative points (RPs), for reducing the effect of the location bias. In this article, a new
method for searching RPs is proposed for the dataset whether it is location biased or not.

CONTACT Yong-Dao Zhou @ydzhou@nankai.ed ucn @ Institute of Statistics, Nankal University, Tianjin 300071, China.
Color versions of one or more of the figures in the article can be found online at www .tandfonline.com/lssp
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Abstract

Inshis paper, we propose a criterion "'the main effect confounding pave rn (MECPY" for
comparing projoction designs based on saturated symmetric orthoponal designs. Some
studies for Lo{¥), Laa (1Y) and Lig (4™ an: given, They show thit the new criterion
MECP is mostly consistent with the criteria: the peneralized word-lencth pattern and
the dizcrepancics CI and MO Moreover, the MECP can provsde more information
ahout statistical performance in the classification for projection designs than the other
criteria. Hence, designs with the best projection MECE may perform better im the view
of confounding. The MECP provides a way to fimed the best main effect arrange ment foe
Lhe experimenter. We also prove that all the geometrically equivalent Ly ( /) designe
have the same WINMCIYVMD discrepancy valucs.

Keyarords Main affect confounding pattemn - Orthogonal design - Generalized
wond-lemgth pattermn - Centored g -discrepancy - Mistore discrepancy - Isomorphism

1 Intraduction

Isomorphism of caperimental designs hos played an impontant role in the study of
factomial designs. Let Cad 7 ) be the sct of the symmetne orthogonal designs Lal F7),
whiere o represents the number of uns (rows), 5 the number of factors (columns), and
f the number of lovels of cach factor. A design is called a U-type design if all levels
of each factor appear equally ofien and denoted a= Fin, 7). The sei of all LT{m. )
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Abstract

Several techmiques are proposed for designing expenments in scientific and industrial
aress in order to gmin moch effective information wsing a relatively small number
of trials. Uniform design (ULY) plays a significant rode due to its fexibility, cost-
efficiency and robustness when the underlying models are unknown. UD secks iis
design points to be uniformly scattered on the experimental domain by minimizing the
deviation between the empirical and theoretical uniform distnibution, which is an NP
hard problem. Several approaches are adopted to reduce the computational complexity
of searching for UDs. Finding sharp lower bounds of this deviation (discrepancy) is
one of the most powerful and significant approaches. UDs that involve factors with two
levels, three levels, four levels or a mixture of these levels are widely used in practice.
This paper gives new sharp lower bounds of the most widely used discrepancies,
Lee. wrap-around, centered and mixture discrepancies. for these types of designs.
Mecessary conditions for the existence of the new lower bounds are presented. Many
results in recent literature are given as special cases of this study. A cntical companson
study between our results and the existing literature is provided. A new effective
version of the fast local search heunstic threshold accepting can be implemented
using these new lower bounds. Supplememary matenal for this article 15 available
online.

Keywords Balanced design - Uniform design - Discrepancy - Lower bound
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Constructing optimal projection designs
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ABSTRACT ARTICLE HISTORY
The early stages of many real-life expariments involve a large num- Recatved 4 Lanuary 2019
ber of factors among which only a few factors are active, Unforiu-  Acoepted 31 an
nately, the optimal full-dimensional designs of those eary stages HEYWORDS
may bad low-dimensional projections and the experimenters Projection; level
do not know which factors turn out to be important before con- pp_,-mm“.’;.mjm
ducting the experiment. Therefore, designs with good projections projection designs;
are desirable for factor screening. In this regard, significant guestions Hamiming distance:
are arising such as whather the optimal fulldimensional designs orthogonality; uniformity;
have goed projections onto low dimensions? How experimenters aberration; moment
can measure the goodness of a full-dimensional design by focusing aberratian
on all of its projections?, and are there linkages between the optimal- 2010 MATHEMATICS
_igufa full-dimensional design and the optimality of its projections? SUBJECT

rough thecretical justifications, this paper tries to provide answers CLASSIFICATIONS

a2k0s; 62K15

to these interesting questions by investigating the construction of
optimal {zverage) projection designs for screening either nominal or
quantitative factors. The main results show that: based on the aberra-
tion and orthogonality criteria the full-dimensional design is optimal
if and only if it is optimal projection design; the full-dimensional
design is optimal via the abermation and orthogonality if and only if
it is uniform projection design; there is no guarantes that a uniform
full-dimensional design is eptimal projection design via any criterion;
the projection design iz optimal via the abemation, crthagonality
and uniformity criteria if it is optimal via any criterion of them; and
the saturated orthogonal designs have the same average projection
performance.

1. Introduction

Design of experiments is becoming ubiguitous in engineering, science, industry and many
real-world problems for studying complex phenomena and investigating the relationship
between inputs affecting an experiment and its outputs. The significant problem experi-
menters may face is the selection of efficient designs for their experiments, which reduce
the experimental cost and provide more efficient information about the behaviour of the

CONTACT A M.Elsawsh () a_slsawahaSeyahoo.com_ amebawahguiceduhk () Division of Science and
Technology, ENU-HKEL United Intemational College, Thuhal 515085, People’s Republic of Ching; Department of
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Some interesting behaviors of good lattice point sets

A M. Elsawah™® (@, KaiTai Fang®™, and Yu Hui Deng®

‘Department of Mathematics, Faculty of Science, Zagazig University, Zagazig Egypt; YDivision of
Science and Technology, ENU-HKEU United Intemational College. Zhuhai, China; “The Key Lab of
Random Complex Structures and Data Analysis, The Chinese Academy of Scences, Baijing, China

ABSTRACT

Good lattice point (GLPF) sets are sets of points that are uniformly
distributed over the domain of interest and thus have good space-
filling property. GLP sets are an important kind of points for many
applications, such as multidimensional quadrature, simulation, com-
puter experiments, quasi-Monte Caro techniques and design of
experiments. It is a significant issue to study the behawviors of GLP
sets. For instance, most real-life appliations require that the columns
of a GLP set are independent, ie, the GLP set has full rank. If one or
more columns are linearly dependent, there will be more confound-
ing among the main effects and interactions in statistical models
and also we can not find the least squares estimation of regression

ARTICLE HETORY
Recived 4 November 2018
Accepted 3 June 2019

KEY WO RDS.

Good lattice paints;
Generating vedor:
Confounding Rank;: Euler
fundtion; Number theary

MATHEMATICS SUBECT
CLASSIACATION
G2KD5 G2K15:11299

coefficients in the linear regression model The problem of finding
the rank of the GLP set remained unsolved since its inception in
1959._ It ic desirable to put the first stone for solving this significant
problem. Through theoretical justifications, this paper gives some
interesting behaviors of the generating wector of any GLP set and
shows the independence among its rows and columns by presenting
some analytic linkages among these rows and columns. The results
of this paper are used not only as a benchmark for constructing full
rank GLP sets, but also in various applications of GLP sets.

1. Introduction

Good lattice point (GLP) method (cf Korobov 1959) is a widely used important method
for producing sets of points that are evenly distributed over the domain of interest.
GLP sets are a significant kind of points for quasi-Monte Carlo, multidimensional quad-
rature, computer experiments, simulation and design of experiments (cf Wang and
Hickernell 2002; Sloan and Joe 1994 MNiederreiter 1992; and Faremba 1966). GLP sels
have good space-filling property (cf. Zhou and Xu 2015; Fang and Wang 1994; and Hua
and Wang 1981} and thus can be used to construct space-filling designs for many real-
life experiments. Uniform designs (cf. Fang 1980) are a widely wsed class of space-filling
designs. Constructing a uniform design is an NP hard problem, specially for designs
with large sizes. Many authors proposed several efficient methods and algorithms for
constructing uniform designs (ef. Elsawah et al. 2019 and Fang et al. 2017) among
which the GLP method has played an important role (ef. Fang et al 2018). Most

CONTACT A M. Esawah (£ a_ebaw ah858yahoacam; amets swahSuicedu hi; acluwah@n eduey (Y Department of
Mathern aBes, Faaulty of Science, Zagarig Univesity, Zagasy 44519, Egyp
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Building some bridges among various experimental
designs
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Abstract

Designing their experiments is the significant problem that experimenters face. Maximin distance designs,
supersaturated designs, minimum aberation designs, uniform designs, minimum moment designs and orthogonal
arrays are arguably the most exceedingly used designs for many real-ife expariments. From different perspectives,
several criteria have been proposed for constructing these designs for investigating quantitative or qualitative
factors. Each of those criteria has its pros and cons and thus an optimal criterion does not exist, which may confuse
investigators searching for a suitable criterion for their experiment. Some logical questions are now arising, such as
are these designs consistent, can an optimal design via a speciic crtenon perform well based on anotner cnterion
and can an optimal design for screening guantitative factors be optimal for qualitative factors? Through theoretical
justifications. this paper tries to answer these interesting questions by building some bridges among these designs
Some conditions under which these designs agree with each other are discussed. These bridges can be used to
select a suitable criterion for studying some hard problems effectively, such as detection of
(combinatorialigecmetrical) non-isomorphism among designs and construction of optimal designs. Benchmarks for
reducing the computational complexity are given.
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Abstract We denve upper and lower bounds for the venex-isoperimetric number of the
incidence graphs of unitals and determine its order of magnitude. In the case when o unital
romtaing sufficiently laree arcs, these boonds agree and give rise o the precise value of this
parameter. In particular, we obtain the exact value of the vertex-isoperimetnc number of the
incidouon prugde of clasaseal vitals wod o cortie sebdamily of Bb=uisls. n e s wico
the maximum size of arcs in the unital is relatively small, we obtain an opper bound for
this parameter in lerms of the vertex-sopenmetric number of the incidence graph. We also
determine the exact value of the vedex-isopenmetnc number of the non-incidence graph of
any umital

Keywords Yemcex-iscpenmetric number - Unital - Incidence graph

Mathematics Subject Classification 03C40 - 05523

1 Infraduction

A unital isa 2-n*+ 1, n + 1, 1) design for some iniegern = 2. In this paper we derive upper
and lower bounds for the verex-isoperimetnc number of the incidence graphs of unitals and
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Cost-Efficient Millimeter Wave Base Station
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ABSTRACT Urban millimeter wave {mmWave) communications are limited by link outage due to frequent
blockages by obstacles. One approach to this problem is to increase the density of base stations (BSs) to
achieve macro diversity gains. Dense BS deployment, however, incurs the increased BS installation cost as
well as power consumption. In this work, we propose a framework for connectivity-constrained minimum
cost mmWave BS deployment in Manhattan-type geometry (MTG). A closed-form expression of network
connectivity is charactenzed as a function of various factors such as obstacle sizes, BS transmit power,
and the densities of obstacles and BSs. Optimization that attains the minimum cost is made possible by
incorporating a tight lower bound of the analyzed connectivity expression. A low-complexity algorithm
iz devised to effectively find an optimal tradeoff between the BS density and transmit power that results
in the minimum BS deployment cost while guarantesing network connectivity. Numerical simulations
corroborate our analysis and quantify the best tradeoff of the BS density and transmit power. The proposed
BS deployment strategies are evaluated in different network cost configurations, providing useful insights
in mmWave network planning and dimensioning.

INDEX TERMS Millimeter wave network, connectivity, base station deployment cost, Manhattan-type

geometry, lattice process.

I. INTRODUCTION

Next gencration cellular networks will be deployed in ml-
limeter wave (mmWave) bands to support the data-intensive
fifth gencration (3G) broadband wse cases in urban arcas
[11-[3]. In mmWave bands, large-scale antenna arrays arc
used at both base stations (BSs) and user equipments (UEs)
to generate directional narrow beams in order to overcome
the severe pathloss [4]-[6]. Directional transmission cnables
almost interference-free communications [7], but it also
imposes new challenges, as the weak penctration and diffrac-
ticn of mmWave propagation make the link suscepuble o
physical blockages. The blockage incurs frequent link ootage
in highly-obstructed urban areas. This is in contrast with the
conventional sub-6GHz systems, where the outage largely

The associale oditor coordinating the review of this masuscript and
approving it for publicatics was Phenyu Xiao ™ .
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results from co-channel interference rather than a physical
blockage.

One approach alleviating mmWave link outage is to cover
cach UE by multple BSs, 1.e.. macro diversity techniques
[E]. [9]. When a link from a BS is blocked, the UE can
swiich to another unblocked BS to restore iis link. An impor-
tant practical implication of imposing the macro diversity 1s
an increased number of BSs (ie., dense BS deployment),
which will then increase the expenditures on BS install-
ment. Another alternative is to extend the cell coverage by
increasing the transmit power of cach BS in order to provide
sufficient cell overlap. However, this approach incurs large
power consumption. Under a cerain connediivity require-
ment, how to resol ve the best tradeofl between the BS density
and transmit power that minimizes the BS deployment cost is
of great interest for 56 network operators.

Link connectivity is hinged uwpon network geometry.
A Poisson point process (PPP) has been verified to be an

143959



Covariance Matrix Regularization ®
for Banded Toeplitz Structure via Qe
Frobenius-Norm Discrepancy

Xiangzhao Cui, Zhenyang Li, Jine Zhao, Defei Zhang, and Jianxin Pan

Abstract In many practical applications, the structure of covariance matrix is
often blurred due to random errors, making the estimation of covariance matrix
very difficult particularly for high-dimensional data. In this article, we propose a
regularization method for finding a possible banded Toeplitz structure for a given
covariance matrix A (e.g., sample covariance matrix), which is usually an estimator
of the unknown population covariance matrix X. We aim to find a matrix, say B,
which is of banded Toeplitz structure, such that the Frobenius-norm discrepancy
between B and A achieves the smallest in the whole class of banded Toeplitz
structure matrices. As a result, the obtained Toeplitz structured matrix B recoveries
the underlying structure behind X. Our simulation studies show that B is also more
accurate than the sample covariance matrix A when estimating the covariance matrix
X that has a banded Toeplitz structure. The studies also show that the proposed
method works very well in regularization of covariance structure.

Keywords Covariance matrix structure - Frobenius norm - Regularization -
Toeplitz structure

1 Introduction

Estimation of covariance matrices is important in many application fields including
spectroscopy, functional magnetic resonance imaging, text retrieval, gene array,
climate study and imaging analysis. This problem has been widely researched in
statistics. The traditional “Burg technique”, which is to find the maximum likelihood
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LASSO-based false-positive selection for class-imbalanced
data in metabolomics
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5 . class-imbalanced learning. Recently, there have been many research achieve-
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3School of Mathematics, The University of ments and applications on LASSO-type feature selection, whereas most of them
Manchester, Manchester, UK are not directly designed for addressing class-imbalanced data. In this study, we

proposed a LASSO-based stable feature selection algorithm for class-imbalanced
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G doing stable selection. The results on simulation studies and real data exam-
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ples show that class imbalance contributes to avoid overselection caused by

Frading (adeniation ; LASSO when the data are highly correlated and a lower FPS can be obtained
the National Natural Science Foundation ) ) X .

of China, Grant/Award Number: with class-imbalanced data than balanced one in most of cases in the same
11761041, 21465016 and 21775058 settings. A statistical explanation was given for this phenomenon. In addition,

it does not need to rebalance the class-imbalanced data for performing such
LASSO-based feature selection with a stable strategy, and to some degree, inten-
tionally disequilibrating the balanced data could be an alternative strategy to
weaken overselection and to perform biomarker identification for finding a few

of most important biomarkers.

KEYWORDS
class imbalance, false-positive selection, LASSO-based feature selection, rebalance

1 | INTRODUCTION

Feature selection can be utilized as the preprocessing of selecting a subset of candidate predictors and is gaining popularity
in class-imbalanced learning in this “big data” era.!* Because of the inherent complex characteristics of class-imbalanced
data, performing feature selection from such data requires new understandings and principles to transform vast amounts
of raw data efficiently into information and knowledge representation.® Feature selection is a critical step because of
the high dimensionality of data across many scientific discoveries, such as quantitative structure activity relationships
(QSAR) study®® and spectroscopic analysis.*** There are three categories of feature selection in the context of classifi-
cation, depending on how these feature selection searches combine with the construction of the classification model:
filtering,'*1> wrapping,'®!” and embedding.!# The filtering method selects high-ranking features based on statistical or
information measures, which is independent of the classifier, whereas it ignores the dependencies among features. The
wrapping method wraps a search algorithm around the classification model to search the space of all feature subsets.
However, wrapping methods are generally computationally intensive as the number of subsets from the feature space
grows exponentially as the number of features increases. The embedding method screens out key features while consider-
ing the construction of a classifier. Namely, it is integrated in the modeling process and is classifier dependent.”® However,

Journal of Chemometrics. 2019;e3177. wileyonlinelibrary.com/fjournal/cem ©2019 John Wiley & Sons, Ltd. | 10f10
https://doi.org/10.1002/cem.3177
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Correlation structure regularization via entropy loss
function for high-dimension and low-sample-size data
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ABSTRACT ARTICLE HISTORY
Estimating structured covariance or correlation matrix has been paid Received 30 July 2018
more and more attentions in recent years. A recent method based  Accepted 14 January 2019
on the entropy loss function was proposed to regularize the covari-
ance structure for a given covariance matrix whose underlying struc-
ture may be blurred due to ran.dom noises fror.n dlffere'nt sources. g L)
However, the entropy loss function considered is very likely to be estimation; Entropy loss
unavailable in covariance reqularization for high-dimension and function; High-dimensional
low-sample-size (HDLSS) data. In this paper, a new discrepancy is correlation matrix;
proposed for regularizing correlation structure, in which the given Regularization
correlation matrix (e.g, sample correlation matrix) and the candidate

structure in the entropy loss function are both added by the identity

matrix multiplied by a constant, so that the problem owing to likely

singularity of sample correlation matrix for HDLSS data can be over-

come. The candidate correlation structures considered in this paper

include tri-diagonal Toeplitz, compound symmetry, AR(1) and

banded Toeplitz. The regularized correlation estimates for the first

three structures can be obtained by solving one-dimensional opti-

mization problems, while the regularized one for the fourth structure

can be computed efficiently using Newton's iteration method.

Simulation studies show that the proposed new approach works

well, providing a reliable method to regularize the correlation struc-

ture for HDLSS data.

KEYWORDS
Bregman divergence;

1. Introduction

The covariance matrices with certain special structures have emerged widely in various
application fields such as signal processing (Pascal et al. 2008; Soloveychik and Wiesel
2014), ultrasound imaging (Asl and Mahloojifar 2012), neuroimaging (Zhou et al.
2016), genetics selection (Meyer 2009), and social science (van der Leeden et al. 1996).
Tt is usually necessary to estimate the structured covariance or correlation matrix whose
underlying structure may be blurred by random noise. This problem was studied by
many authors in the literature (see, e.g., Kang et al. (2015); Soloveychik et al. (2016);
Sun et al. (2015) and references therein). Estimating structured covariance matrix with
high-dimension is fundamental in statistics. Lots of existing works in statistics provided
various estimators for structured covariance matrices, including the maximum likeli-
hood-based estimators (Wang and Carey 2003; Jennrich and Schluchter 1986; Daniels
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New foundations for designing U-optimal follow-up
experiments with flexible levels
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Abstract Follow-up experiments are used extensively to provide precious informa-
tion about the relationships between inpuis and outputs to gain a better understanding
of a process or system under study. This article gives a new look at designing optimal
follow-up experiments that involve any number of factors with any number of different
levels in light of the uniformity behaviour of the corresponding two stage sequential
experiments, which are composed of imnal experiments and follow-up experiments.
Mowvel analytical expressions and lower bounds of the wrap-around L;-discrepancy, as
auniformity measure, for sequential experimental designs are proposed for evaluating
the optimality of the follow-up expenmental designs. Finding equivalent follow-up
experimental designs 1s investigated, which can be used to reduce the computational
complexity. Our results show that two stage sequential expenmental designs give
greater precision than single stage expenmental designs with the same size.

Keywords Indicator function - Follow-up expeniment - Follow-up map - Sequential
experiment - Equivalent design - Optimal sequential expenment
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On dhers are commonp lace 1n many real -lde expen ments. The presence of sven a few anomalous dat an
lzad i mode] missparfication, biased pammeter sxamation, and poor forecasts. Outhiers in 2 time s anes
are wsually genemted by dynamic intervention modes at unlknown points of time. Thensfore, deteching
ethiers is the comesone bafore implementing any staisacal analysis in this paper, 2 molavanate ot
lier desection algorithm s given to deeot outhers in time senies models. Aunfvanate Gme senes i5 Tans-
formed i bivanae data hawed on the estimate of robust Lz The propossd algonthm i des igned by using
robust masues of karation and dispersion mane Fead forward neoral netwark 15 used for deigning
fime seres modeds Number of hidden unis in the network 5 deermaned baserd on the standard emaor
of the forerasting error A comparnson study between the proposed algonthm and the wadely used algp-
rithms is given based on three neal-data sees The results demonstrased that the proposed algonithm oot
periormed the extsting algonthms due to s non-neguirement of 2 prion lmowdedge of the §me semes
and its connal of both masiang and swamping efiecs. We alen discusoed an efficent method to deal with
unacpared jumps or drops an share prices due © stock splt and commadity prices near contract axpiny
dates.
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1. it roeduection

ane that appears Lo deviale markedly from other members af the
sample in whidh it oouwrs. Similarly, Johnson (1992 ) viewsd that,

The detection ol outliers or umisual data structures i one of the
imporiant Lasks in the statistical analysis of time senes dala a5 oul-
liers may have a sulstantial influene: on the outarme of an analy -
sis. Appropriate definition of an owutlier usually depends on the
asumplions shout the s tructure of data and the applied detedion
method. Hawking { 1980) definsd the outlier a5 an observation that
deviates 30 much from other observations a8 1o arouse suspidon
that it was generated by a dilferent mechanism Bamett amd
Lewwis {1994 indicated that an outlying observation, ar autlier, i
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andudlier is an ahdervation in a data st which appears to be incon-
sistent wilth the remainder of that set of data There are many del-
initions of outher proposed in the Literature of tme seres Outlier
obser vations insome situations are also referred a5 anomalies dis-
oandant olserva iond, of conlaminants Carreno el al. (20197

The presence of outhiers in a time series has a significant elfea
an the results of standand procedures of analysis. The come-
quences may lesd to improper madel specification, Talty parame-
ter estimation and substandand forecasting A crucial point hene is
thart any outher detection technique canalmeest debed 2 setofldata
paints having different behavior than the rest of the data and
hence, it can be termed 25 3 probable et of outliers However, it
is up an analyst o Lake various itineraries (o come up with a final
decision o justily these detected points &5 outlies 11 is probable
that a point detected x5 an outlier has some real Tacts behind it
&g the price of a stodk just afer the date of stodk sphit with sphit
ratia of 2-kr-1 or 3-for-1, which meamns a stockhokder gets two or
three shares, respectively, for every share hekl. In a reverse stack
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The Medium-Term Impact of
COVID-19 Lockdown on Referrals to
Secondary Care Mental Health
Services: A Controlled Interrupted
Time Series Study

Shanguan Chen', Rui She®, Pei Qin”, Anne Kershenbaum ™, Emilio Fernandez-Egea ™,
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To date, there is a paucity of information regarding the effect of COVID-12 or lockdown on
mental disorders. We aimed to guaniify the medium-term impact of lockdown on referrals
o secondany camna mental health clinical services. VWe conducted a controlled interrupted
fime series study using data from Cambridgeshire and Peterborough NHS Foundation
Trust (CPFT), LK (catchment population ~0.86 million). The UK lockdown resulted in an
instantanecus drop in mental health referrals but then a longer-term acceleration in the
referal rate {by 1.21 referrals par day per day, 95% confidenca interval [CI] 0.41-2.02).
This acoeleration was primarily for urgent or emergency referals {acceleration 0.96, Cl
(.38=1.54), including refarrals to liaison psychiatry (0.68, C10.35-1.02) and mental health
crisis teams (0.61, Cl 0.20-1.02). The acceleration was significant for females (0.56,
Cl 0.04=1.08), males (0.64, Cl 0.05=1.22), working-age adulits (0.893, Cl 0.42=1.43),
pecple of White ethnicity (0.98, ClI 0.32=1.65), those living alone (1.28, Gl 0.52=2.00),
and those who had pre-existing depression {0.78, Cl 0.19-1.38), severe mental ilness
1067, i 0.19=1.15), hwpertension/cardiovascular/cerebrovascular disease {0.56, Cl
0.24=0.85), persondlity disorders {0.32, 4 0.12-0.51). asthma’chronic obstructive
pulmonary disease {0.28. Cl 0.08-0.48), dyslipidermia (0.26, Cl 0.04-0.47), anxiaty
021, O 0.08-0.34), substance misuse (0.21, Cl 0.0B=0.34}, or reactions (o severe
stress (017, Cl 0.01-0.32]. Mo significant post-lockdown acceleration was obsenved
for children/adolescents, older adults, pecple of ethnic minorties, maried/cohabiting
pecple, and those who had previous/pre-existing dementia, diabetes, cancer, eating
disorder, a history of salf-harm, or intefectual disability. This evidence may help senice
planning and policy-miaking, including preparation for any future lockdown in response
i outbreaks.

Kaywords: COVID-18/SARS-CoV=2 coronavires pandemic, lockdown, secondary care mental health services,
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ARTICLE INFO ABSTRACT
Artide gy Experimental design is arguably te most commanly wsed and effective methodology
Received 1 june 3020 in scienrific investigations and indwstrial applications. Reabworld experiments may
Recrived in rewised form 11 August 2020 have hundreds or even mousands of inpar variables [facoars) and thus 2 Large nom-
o ber of observarions (experimental runs) is needed M gain a bemer undersmanding of
52K05 the phenomena ander the iVESTgamon and eSTMAre e MOST iMPOMant paramesrs
E2K15 withaowr bias and with mimimum variance. Consmsming oprimal designs for these large
EXPeriments s 3 significant NP-hard problem investgamrs may face. This paper gives
Kgywards: a new simple efficient rechnique, called multiple mipling rechnique, for CONSINACTING
H:ﬂ"ﬁ“";‘l’:g“ opuimal {in view of distance, JberTaTion, pOWeT MOMENTs, orthogonaliy, oniforminy)
mmtﬁ designs for large experiments with three-level facrors by muldple mipling of small and
Pt o simpie three-level initial designs. S0me logical QUESTIONS 318 NOW aTising, swch as how
Orihogonalisy m effectively select initial designs o get oprimal resulting multiple miple designs, how
Uniformity I measure the aprimaliy of a resulting muitiple miple design relacive 1o all te possitle
designs with the same size, and whar is the dficiendy of the multiple tripling =chnigue
relative m the existing widely used chnigoes 10T CONSITLCTENG large three- level designs?
Through theoretical and compuEtional justilications, this paper Wies 0 answer hese
SiENificant questans. Without compuraronal ime (ne computer search), the moltple
mipling rechnique is usad ©0 COMSINXT new recommended oprimal designs which are
beTier than the existing recommendsd designs of cannat be consoruced by the existing
EEChnigques due [ heir large sizes.
& 2020 Elsevier BY. Al Tights reserved
1. Introduction

Design of experiments is arguably the most commonly wsed and effective tool for understanding the behavior of
complex phenomena in industrial and scientific applications by imvestigating the effect of input variables (factors) on the
response variables (outputs). The most significant hard problem experimenters may face is the optimality selection of the
sipenimental runs (experimental designs ] which provide useful information about the behavior of the phenomena under
the experimentation. An experiment with an optimal design allows more parameters to be estimated with minimum
variance and without bias, while an experiment with a non-optimal design needs a greater number of experimental runs
to estimate the parameters with the same acouracy as an optimal design. From a practical point of view, constructing

* Correspondence o Division of Scence and Technology, Beijing Mormal University-Hong Kong Baptist University United International
College, Thana 515085, China.
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Building some bridges among various experimental
designs
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Abstract

Designing their expenments is the significant problem that expenmenters face. Max-
imin distance designs, supersaturated designs, minimum abermation designs, uniform
designs, minimum moment designs and orthogonal arays are arguably the most
exceedingly used designs for many real-life expenments. From different perspectives,
several criteria have been proposed for constructing these designs for investigating
quantitative or qualitative factors. Each of those critena has its pros and cons and
thus an optimal cnitenion does not exist, which may confuse investigators searching
for a suitable crterion for their experiment. Some logical questions are now arising,
such as are these designs consistent, can an optimal design via a specific criterion
perform well based on another erterion and can an optimal design for screemng
quantitative factors be optimal for qualitative factors? Through theoretical justifica-
tions, this paper tries to answer these interesting questions by building some bridges
among thess designs. Some conditions under which these desipns apres with each
other are discussed. These bridges can be used o select a suitable criterion for study-
ing some hard problems effecuvely, such as detection of {combinatonal/geometncal )
non-isomorphism among designs and construction of optimal designs. Benchmarks
for reducing the computational complexity are given.

Keywords Orthogonality - Uniformity - Discrepancy - Aberration - Moment
aberration - Hamming distance - Combinatonal isomorphism - Geometrical

somorphism
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Hemrlcmpplanmm'r material The online versien of this article (higps:doiongy 10,1007 s42952
5-DW0- () contains supplcmentary malcrial, which is available to autharized usors.

B A.M. Esawszh
8_clawahE5 @yahoo com; amelsmwsh@uic.cdu bk; o lmwahifn.cducg

! Division of Scicnoe and Technology, BNU-HKBU United Intornatioral College, Fhuhai 519085,
China

%

Depariment of Mathematics, Faculty of Scionoe, faparig University, Zogarig 44509, Egypt

€1 Springer



T Syst Sei Complex (3020) 33; 1-38

Cross-Entropy Loss for Recommending Efficient
Fold-Over Technigue*

WENG Lin-Chen - ELSAWAH A M - FANG Kai-Tai

DI 10L1007 /=11424-020-9267-9
Recepved: 23 September 2019 § Revised: 3 June 3020
(& The Editorial Office of J550C & Spnnger-Verlag GmbH Germany 2020

Abstract Due to the mited resources and budgets in many real-Bfe projects, it s unaffordable to
use full Eactorial experimental designs and thus fractional factoral (FF) designs are used instead. The
ahasing of fwctorial effects s the price we pay for usmg FF designs and thus some significant effects
cannot be estmated. Therefore, some additional observations {runs) are needed to break the lnages
among the bctonal effects. Folding over the mitial FF designs is one of the sipnificant approaches for
selecting the additional runs. The paper gives an in-depth look at fold-over techniques via the follow mg
four sigmficant contributions. The first contribution v on discussing the adjusted swvitching levels fold-
over technique to overcome the bmitation of the cassical one. The second contnbution s on presenting
a comparisan study among the widely used fold-orer technigques to help experimenters to recommend a
suitable fold-over technigue for their ecperiments by answering the ollowing two fundamental questions:
Do these techniques dramatically lesen the confounding of the intial designs, and do the resalting
combined designs [combining imatial design with its fold-over) via thess techniques hive considerable
difference From the optimality point of vew considerning the markedly different searching domains
in each techmigque? The optimality crtena are the aberration, confounding, Haommmg distance and
uniformity. Many of thess criteria are given in ssquences [pattens) form, which are incomeensent and
costly to represent and compare, especially when the designs have many factors. The third innovation
15 on developing a2 new cntenon [dictionary cross-entropy loss] to simplfy the easting coitena from
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Chapter 4 F’}_
A Review of Prof. Kai-Tai Fang’s S
Contribution to the Education,

Promotion, and Advancement

of Statistics in China

Gang Li and Xiaoling Peng

Abstract As an eminent leader in the field of statistics, Prof. Kai-Tai Fang has
made impactful contributions to the application, promotion, education and advance-
ment of statistics in China. Under his leadership, his team had completed some of
the China's hallmark industrial projects through novel applications of statistics and
developments of new statistical methodologies. He has authored/coauthored a series
of best-selling modemn statistics textbooks, taught numerous workshops and short
courses, and mentored a large number of students. He has been active in promoting
scholastic exchanges and organizing national and intemational statistics conferences.
Hehas also served on the leadershipof many national and international statistics orga-
nizations and on the editorial boards of many major statistical journals. This article
provides a selective review of Prof. Fang s contributions to the education, promotion,
and advancement of statistics in China.

4.1 Background

Since the early twentieth century, statistics has seen a flourishing development, and
the modern data-centric statistical data science has received extensive recognitions
with widespread applications in all industries. In past decades. more and more Chi-
nese statisticians started to show their talents in intemational statistical academia,
and gained unprecedented recognition and attention. As one of the most influen-
tial pioneers of statistics in China, Prof. Kai-Tai Fang has dedicated himself to
the education, promotion, and advancement of statistics in China during his entire

G. Li
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e-muail: vli@ucly.edo

X. Peng (&)
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Badkground: 'We identified seimure ch istics, lang=term o amd preddi

zures in children with antisfemethylo=aspariate recepior (ant=NM DAR ) encephalitis.
Method: Data were analyzed from patients with anti-NMDAR encephalitis who presented with seizures
at our center between August 2012 and june 2018,
Reulic: Sicty-two of 86 patients with anti=NMOAR

af persistent seis

encephalitis experienced seirures_Seirures ooourad

n’""”r:: within fwa weeks of dissase anset in 58 of 62 (93 %) patients; 36 of &2 (58.1%) had seirures a5 the initial
.'u-lll‘wt - symptam. Males were more likely to exhibit ssizures a5 the initial sympiom (P= L0 ) Maore than a
Sadmares ¥ quamier of patients {17 of 62, 27A%) manifested two or mare sezure types. Focl setures were the maost

EEC commean (45 of 62 74.7L) Stahe epileptions ooourred in 27 of 62 (43158) patients, and nonoonyul shee
Stames epileptiou siatus epileptious, in two of 62 (325) patients. No patient developed refraciony sans epileptions. No
M carane enoe phalits sysiemic tumors were found. Elecroencephalographic abnormalities inchided badeground slowing
(77.45), absence of a posterior dominant rhythm (B29L), nterictal epileptic discharges (500%), and
extreme delta brush (£52) In the acute phase, 45 patients (45 of 62, T2EL) receved antepileptic drugs.
Persistent seizures omurnred in anly five of &2 (£%) patients. On univaniate anal ysis, status epileptious and
combination muq:h-_phcdng hﬂ'h'rrnt were ssociaied with persistent seizunes, but neither inde=
denily predicied p

(‘s\n:hnmp J.Mq:h ssizure fypes may develop 2t any stige of anti-N-methyl-c-aspartate receptor
enoephalitic. hefrarh:ry status epilepticus, systemic tumars, and sxtreme delta brnush in electrosnceph=
alography are rare in pediatric patients. Anti-NMDAR encephalitis—assoosted seizures appear to have
good prognasis, without the need for long=term antispil=ptic dng treament.

& 2019 Esevier Inc All rights reserved.

Intrisdisct ion oondition i3 requently ssociated with seirures which ooour

mostly during the acute phase of illness The NMDAR, locatedin the

Anti-N-methyl-o-aspartate reoepior (anti-NMDAR) e nceplalits
i the most cmmon sulsimmune encephalitis in children This
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PEsynaptic membrane, is an ionOtropic excitalory glulamate re-
coplorcomposed of three subunits, NE1, NR2_and NR3. The cause ol
setrures inanti-NMDAR encephalitis is yet 1ol elucidated, butit is
generally believed to be due 1 invelvement of the NR1 subunic
Anti-NMDAR antibody binds to the NR1 subumit N-terminal
extracellular epitope, causing reversilile and selective decrease of
synaptic NMDA (mainly in the hippocampus) by a mechanism of
eross-linking and internalization. This interferes with the signaling
of excitatory ghitamate, leading to ghitamate sccumulation and



Power Consumption and GoS Tradeoff in Cellular
Mobile Networks with Base Station Sleeping and
Related Performance Studies
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Moshe Zukerman, Life Fellow, IEEE

Abstraci—Muobhile network operators usually consider power
consumption and Grade of Service (GoS) as two important
aspects in the design and planning of medern cellular networks.
Base station (BS) sheeping is an effeciive approach to redoce
the power consumption of the network, by switching some of
the BSs to a low-power “sleep mode™ during off-peak traffic
hours. In this paper, we model each BS with sleeping mechanism
as an MAGI/K quewe with vacations, and the entire cellular
network as a network of such queves, to incorporate practical
factors in BS skeping. such as close-down and startup periods
and additional power consumption for activating a sleeping BS.
Wi imvestigate the power consumplion and GoS under three
BS skeeping schemes: (1) the isolated scheme. in which each BS
switches between active and skeep modes based on its own real-
time traffic load, (2) the cooperative scheme, in which selective
BSs are switched to long-term sleep and traffic is allowed to
overflew from sleeping BSs to nearby active BSs, and (3) the
hyhbrid scheme, inwhich some BSs are switched to long-term slee p
and other BSs switch modes sccording to their real-time traffic
load. A robust. scalable and computationally efficient analytical
method is proposed to evaluate GoS metrics, including mean
delay and blocking probability, and power consaumption under
each scheme. We validate the sccuracy of the proposed method.
demonstrate the trade-off among power consumption, blocking
probability and mean delay. and compare the performance of the
three schemes via extensive and statistically reliable numerical
experiments

Index Terms—Hase station skeping. performance analysis,
teletraffic model, power-performance tradeoll

L INTRODUCTION

Recently. base station (BS) sleeping has emerped as an
cffective approach to reduce power consumption in cellular
mobik: networks [I]. Energy saving is achieved by switch-
ing BSs {or certmin components of them) to a low power-
consuming mode called “sleep mode” dunng non-busy hours
when traffic in the network is relatively low., As BS3s consume
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tional College, Zhuhai, Guangdong, China, and alse with the Department
af Electrical Engineering, City University of Hong Kong, Hong Kong SAR,
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up to B0% of encrgy in celluler networks, BS sleeping may
reduce a considerable amount of power consumption [Z].

B3 slezping belongs to a broad family of approaches aiming
ol improving the energy efficiency of cellular networks by
adjusting the transmitting power of BSs Eﬂ A BS skected
to sleep mduces its transmit power to zero while neigh-
boring active BSs increase their transmit power to maintain
coverage. Compared to other power-saving approaches for
green cellular networks, including applying renewablke encrgy
solutions or upgrading hardware components, BS skeeping
can be implkemenied in existing network infrastructure and is
thos considered momre costeffective [Z). On the other hand,
switching some BSs io sleep mode leads to a meduction
in the network capacity. Themrfore, network operators must
accurately evaluate the Grade of Service (GoS) metrics and
imvestigate the impact of different BS sleeping strategies on
the GoS [, [F]. In this paper, we provide new methods to
evaluate GoS measures such as blocking probability and mean
delay. Such methods can be used to obtain accurate numerical
values for such measures under vanious BS sleeping schemes
that help us assess the trade-off between power consumption
and GoS metrics.

In particular, we consider a cellular network, where each
BS iz modeled as a single-server quewe, fed by amivals that
follow a Poisson process, with a finite buffer siee of K and
gererally distnibuted service times. This queucing model is
known as the MAG UK quewe. The assumption of Poisson
arrivals has been applicd for modeling the Busy Hour Traffic,
which mefers to network traffic load during the busiest hour, in
existing rescarch on eletraffic models [5]. We will demonstraie
that our proposed method can still obtain accurate evaluations
when this assumption is relaxed in Section [V] The gencrally
distributed service time addresses variows factors that may
affect the service tme of a user request in a cellular network,
such as the application type. the amount of data to transmit
and the channel condition. We refer w the parameter K, which
mpresents the maximom number of requests that a BS can
serve concurmently, as the capacity of the BS. We further
consider vacations with startup and close-down times in the
quene to model the operation of BS skeeping |E| Henceforth,
we will use the notation M/G/I/K quese to represent the
general case of this queve with or without a range of modeling
extensions, including vacations, startup and close-down times.
In cases wheme reference to a specific case 15 important for
clarity, we will specify the particular modeling extension that




Millimeter-Wave Base Station Deployment Using
the Scenario Sampling Approach

Miaomiao Dong, Tagjoon Kim, Semior Member, IEEE, Jingjin Wu, Member [EEE, and Eric Wing-Ming Wong,
Senior Member, IEEE

Absiraci—While the Poisson poini process (PPF) has been
widely emploved to maodel the user distribution in many network
design problems, an existing challenge is that it ofien reveals
inaccuracy in small-cell networks. In this paper, instead of
employing PPP. we capture the randomness of user equipment
(UE) by collecting many their realizations. Specifically, we focas
on the millime er-wave (mmWave) base station (BS) de ployment
problem in an wrban geomeiry, based on the application of a
scenarie sampling approach, previously introdweed for large-
scale oplimization, to quantitatively sample a portion of the UE
realizations. Motivated by the scenario sampling, a redoced-scale
mmWave BS deployment problem is formulated. whose oplimal
solution is attaimed by the proposed low-complexity ilerative
search algorithm. A required number of samples that guaraniee
a specified majority of the link gquality constrainis is analyzed.
Kimulation results verily the scenario sampling theory and the
effectiveness of the propesed algorithm.

Index Terms—Millimeter-wave networks, base station deploy-
menl, scenario sampling, large-scake integer linear programming.

L INTRODUCTION

The ever-growing number of high data rate mobile applica-
tions coupked with the promise of connecting billions of user
equipments (UEs) is demanding the deployment of millimeer-
wave (mmWave) small-cell networks at large scale. Due o the
high frequency and directional transmission, millimeter wave
(mmWave) links are kess susceptible to inerference but ax:
mor: vulnerable to physical blockage cansed by obstacles in
urban geometry [1]. Momrover, the capacity of each mmWave
base station (BS)!, equipped with hybrid antenna arrays, is
strictly limited by the number of radio frequency (RF) chains,
in which capacity -limited Mockage occurs when all RF chains
are occupied by user equipments (UEs).

To mitigate both the physical and capacity-limited block-
ages, multiple BSs can be installed to cover a region. The momr:
the number of deployed BSs, the more UEs can be served with
meduced blockages. However, deploying mom BSs comes at
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Hiowewver, permission to use this materizl for any other purposcs mast b
abtaired from the [EEE by snding a request to pubs-permissions @ iee. arg.
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BS capacity =fors to the maximum mumber of UEs that a BS can
simultansowsly seve.

the price of higher network de ployment and maintenance costs.
To mitigate this issue, cost-efficient approaches that minimize
the number of deployed BSs while keeping the outage of
each UE below a certain threshold, has been considered mom
mcently [2], [3]. However, solution approaches to the latter
problems largely depend on the UE deployment statistics in
the geometry of interest [4]. While the Poisson point process
(PPP) was validated for macro-cellular networks to capture the
randomness of UEs, it often reveals inaccuracy i the small-
cell dense mmWave networks [3]. Holding both the accuracy
and tractability of a stochastic model is ofien a dikmma
because geometry -dependency exponentially adds complexity
to metwork design problems. It is within this context that in
the mmWave BS deployment lierature, the UE distribution
is often ignored [6], [7] or many simplifying assumptions
have been made [2], [3]. An alternative approach is to rely
on available UE realization data that have been measured at
different time scales to sufficiently capture the randomness of
UEs". Although a major benefit of leveraging the measurement
data is its accuracy, involving all realizations to solve the BS
deployment problem is yet computationally protubitive.

In this work, we propose a scenanio sampling approach, pre-
viously studied in the context of large-scale comvex problems
[9] to solve the blockage probability -guaranteed minimum-cost
mmWave BS deployment problem in an urban geometry. For
each UE realization, we analyze the physical and capacity-
limited blockage probabilities and formulate the mmWave BS
deployment into a large-scale ineger linear problem (ILP),
which is non-convex and excessively complex to be directly
solved. The scemario sampling approach is them applied to
form a small-scak: ILP. The global optimality of the samll-
scale ILP is achieved by the proposed low-complexity iterative
search algorithm. However, any domain reduction introduced
by the sampling could kead to substantial suboptimality. Thus,
a nequired number of samples that ensure the optimal solution
of the reduced problem satisfies a specified majonty of the
UE mealizations is derived. We perform numerical simulations
to comoborate the established analysis as well as effectivencss
af the proposed algorithm.

It should be noted that the mmWave BS deployment prob-
lem in this work is approached in a link-connectivity point-of-
view with the primary focus on providing the initial connectiv-
ity to UEs with the blockage tolerance guarantees. Therefore,
our major focus is not to describe a physical-layer algonthmic

2For example, UE placements in & network can he calleced by the existing
LTE BSs using pasitioning refesnce signals as described in [B]
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Abstract

Let H be a non-empty set of h%rpuipl.mcs in PGi4. g). g even, such that every point of
PGi4. g} lies in either O, {qu or wig” + q!} hyperplanes of H, and every plane of PG4, )
lies in O or at least {rq hyperplanes of H. Then M is the set of all hyperplanes which meet a
given non-singular quadric (M4. g) in a hyperbolic guadnc.

Keywords Projective geometry - Qquadrics - Hyperplanes
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1 Introduction

This article gives a characterization of the hyperbolic hy perplanes of a non-singular quadric
4, g) of PG(4, g). see [8] for background on non-singular quadrics. Note that we refer
o the hyperplancs of PG4, g) as solids. There are a number of known characterisations
of points, lines, planes and solids relating to the non-singular quadric (04, g). In 1956,
Tallini [10] characterised sets of points in PGin, g) by their intersection numbers with
lines.
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Chapter 3 M)
Convexity of Sets Under Normal et
Distribution in the Structural Alloy Steel
Standard

Kai-Tai Fang, Zhen Luo, and Yung Liang Tong

Abstract The paper is motivated by the structural alloy steel standard that has
been used in China for a long period. This standard indicates the scope of several
chemical elements in the steel and requests several mechanical properties for
qualification. Fang and Wu (Acta Math Appl Sin 2:132-148, 1979) established
the relationships between the percents of the controlled chemical elements and
testing mechanical properties by a multivariate regression model, and proposed the
algorithm for calculating qualification rate. Moreover, they proved the existence of
the optimal chemical element combination. However, the uniqueness of the optimal
solution for high dimensional case has been left. This open question is equivalent
to showing the convexity of a type of probability sets under multivariate normal
distribution. This paper proves that the open question is true.

3.1 Motivation

In 1973, the first author of this paper was invited to join an important project by the
Ministry of Metallurgy of China to review the national standard for the structural
alloy steel 20CrMnTi. In addition to controlling the carbon element, the structural
alloy steel also needs chromium (Cr), manganese (Mn), nickel (Ni}, molybdenum
(Mo), silicon (Si), and titanium (Ti). The content of these elements must fall into
the scope according to the national standards. Furthermore, the five mechanical
properties such as strength, elasticity, etc., must exceed a certain threshold. Let
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ABSTRACT

The detection and identification of Gults in elecmcity distibution networks is essential in inprowing the relisbility of
power sopply. After observing many fmlt coment signsls we found that: (1) featres of memy recorded fanlt elecoical
sizmals were mmknown or obsoure; (2) the falt types of most sample sipnals had no clear definition, that is, the labalad
sample were very hmited In this siwston, the semi-supervised support vector machine (SIVM) and 5VM actve
learning were firstdly roduced to distingwish the short civomt and sromnding in distritution networks. We nsed wavelst
packet anslysis to extract feanmes based on energy spectrum as the physical festmes of elecmic signals, them some
statistcal characteristics wene alse computed and selected o form a mixed feanwe set. A case shady was conducted on 3
resl data set including 72 Iabeled and 7720 umlabeled slecmrical signals for fmlt diagnesis. By performing transductive
suppont vector machine (TSWVM) and SVA actve learnmz with mized feahares, owr experiments] results showed that
both of the two models can effectively identify the fmit types. Meamwhile, the scowmacy of TSVM iz higher than that of
SV active learming.

Eeywords: cnont Ssult classifcation, S3VM, wavelet packet energy spectnum analysis, statisocal featmes

1. INTRODUCTION

With the rapid development of Chins's elecirification process, the coverage of power grid in China is getting nmich wider
than before, which pafs forward higher requitements for the manapement of power distmbution network. The ocomTence
of fanlts in power distribation would affect people's daily life, make the producton of enferprises and factories stagmate,
which will also have a great impact on the operation safety and relishility of the power prid Since the St corent is
small and wmstable, if s not easy o dentify wmeroumded nemirale fanlt and single-phase gromding (also known as small
curent proumding) fiulr in power distmbution gromded by src soppression cofl. Recendly, the application of smxail
carrent sromding frult line selection technolory based on fmit ransent information had largely improved the acouracy
rate of fault line selection However, there are soll 3 high proportion of filse positives and omissions i fault
In past years, various machine learnins techmiques had been employed m Eult disgnosis and had scquimred good
performance. such 3z BP peural petwork!s !, support vector machine (SVM)Y, mproved genetic alporidur® and
classification and regression tmee™ ¥, However, all these methods are known as supervized lesmning that can only deal with
Isbeled cumrent sizmals That is, ﬂEMI}’p&ofudlsmn;lBessgmlukmmmﬂmtrm:gs&t Bt in practice, it is
mfeasible to label the fault type for each fault coment since it will require massive manpower znd effort Therefore,
althoush large oumber of real-tme fult signals can be collected by the coline monitoning system, most of them are
umlabalad that cannot be wsed in supervised leaning. On the other sids, unsupervised leaming such s clostering, density
estimanon and anomaly detection can sutomatcally sroup wmlabeled electmical signals, bt the result of Frouping will not
guaranies 3 classification of fanlt types with practical sigmificance. Lie befwesn sopervised and nnsupervizsed leaning,
semmi-sipervised learning (55L)° is trained by a smsll mmber of lsbeled mstances and a large mumber of unlsbalad
msances. For inductive semd-supervised leamning, the goal &5 to predict the labels on fuhure test dets while for
ransductive sami-smupervised learning the goal is to predict the dasses on the unlsbeled instances in the Tainime sample.
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Dudiers are commanplace in many rea -bde experiments. The presence of even a few anomalous dag an
lead m mode] misspecsficanon, bizsed paameer esamation, and poor forecasts. Ouarliers in 2 Hime Senes
are wsnaly genemted by dynamic inmervention modes at unlknown pores of time. Thernsfore, detecing
puthers i the comenone bdore mplementing any statsacall malwis In this paper 3 molvanate oot
lier dewcsom al gorithm s green 1o deteat outhers In time semes models. Amnvan e Sme Sef e 15 Tans-
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The Medium-Term Impact of
COVID-19 Lockdown on Referrals to
Secondary Care Mental Health
Services: A Controlled Interrupted
Time Series Study

Shanguan Chen', Rui She®, Pei Qin®, Anne Kershenbaum ™, Emilio Fernandez-Egea ™,
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To date, there is a paucity of information regarding the effect of COVID-12 or lockdown on
rmental disorders. We aimed to guantify the medium-term impact of lockdown on referrals
o sacondary care mental healtth clinical services. We conducted a controlled intermupted
fime series study using data from Cambridgeshire and Peterborough MHS Foundation
Trust (CPFT), LK [catchment population ~0.86 million). The UK lockdown resulted in an
instantanecus drop in mental health referrals but then a longer-term accederation in the
referral rate {by 1.21 referrals per day per day, 95% confidence interval [Cf] 0.41=2.02).
This acceleration was primarily for urgent or emergency referrals {acceleration 0.98, CI
(0.38=1.54), including refarrals to liaison psychiatry (0.68, Cl 0.35~1.02) and mental health
crisis teams (0.61, Cl 0.20=1.02). The acceleration was significant for females (0.56,
Cl 0.04=1.08). males {0.64, Cl 0.05=1.22), working-age adulis (0.93, Cl 0.42=1.43),
pecple of White ethnicity (0.98, Cl 0.32-1.65), those living alone (1.26, Gl 0.52=2.00),
and those who had pre-existing depression (0.78, Cl 0.15=1.38), severe mantal ilness
{0.67, Ci 0.18=1.15), hypertension/cardiovascular/cerebrovascular disease {0.56, Cl
0.24=-0.88), persondlity disorders (0.32, Gl 0.12-0.51). asthmalchronic obstructive
pulmonary disease (0.28, Cl 0.08-0.48), dyslipidernia (0.26, C! 0.04=0.47). anxiety
(0.21, < 0.08=0.34), substance misuse (0,21, Cl 0.0B=0.34), or reactions to severe
stress (0,17, Cl 0.01=0.32). Mo significant post-lockdown acceleration was obsened
for children/acdolescents, older adults, people of ethnic minarities, maried/cohabiting
pecple, and those who had presvious/pre=existing dementia, diabetes, cancer, eating
dizorder, a history of self-harm, or inteBectual disability. This evidence may help sandce
planning and policy-making, including preparation for any future lockdown in response
o outbreaks.

Keywords: COVID-12/SARS-CoV-2 coronavirus pandemic, lockdown, secondary care mental health services,
controlled intesrupted time series anafysis, comorbidity
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ARTICLE INFO ABSTRACT

Article history: Modeling longitudinal binary data is challenging but common in practice. Existing
Received 30 March 2020 methods on modeling of binary responses take no account of the fact that the correlation
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Available online 8 October 2020

coefficient of binary responses must have an upper bound which is smaller than one.
Ignoring this fact can lead to incorrect statistical inferences for longitudinal binary
data. A novel method is proposed to model the mean and within-subject correlation

Keywards: coefficients for longitudinal binary data, simultaneously, by taking into account the
Correlation coefficients constraints of the upper bounds. By introducing latent normally distributed random
Generalized estimating equations variables, the correlation coefficients of binary responses are connected to those for

Joint mean and correlation parameter
estimation
Longitudinally correlated binary data

the latent variables, of which the correlation coefficients are modeled accordingly. A
joint generalized estimating equation (GEE) method is developed for this purpose and
the resulting correlation coefficients are shown to satisfy the constraints, Asymptotic
normality of the parameter estimators is derived and simulation studies are made under
various scenarios, showing that the proposed joint GEE method works very well even
if the working covariance structures are misspecified. For illustration, the proposed
method is applied to two real data practices to assess the effects of covariates on the
mean and within-subject correlation coefficients.

©2020Elsevier BV. Allrights reserved.

1. Introduction

Binary responses with repeat measurements are very common in many fields such as medical and biological sciences.
Longitudinal normally distributed data have been studied well, while it is very challenging to model longitudinal binary
data. A major issue is that the joint distribution of correlated binary data does not have an analytically tractable form.
In the literature, various methods were proposed to model the conditional mean and marginal mean of correlated
binary responses. The former was mainly studied within the framework of generalized linear mixed model (GLMM).
For example, Heagerty (1999) considered a random effect model for longitudinal binary data. Wang and Louis (2003)
developed an intercept random effect model with bridge distribution, and Parzen et al. (2011) extended the single random
intercept model for longitudinal binary data. Although the GLMM-based approach produces good estimators of the fixed
effects and has good predictions of the random effects, the within-subject correlations of binary responses remain unclear
as they are analytically intractable. It becomes more difficult to understand how the within-subject correlations are
associated with covariates of interest.

The latter was investigated by using generalized estimation equation (GEE) methods, see, e.g., Liang and Zeger (1986).
With unnecessary assumption of distribution, the GEE methods directly solve estimating equations in order to obtain the

* Corresponding author.
E-mail address: jianxin.pan@manchester.acuk (J. Pan).

https://doi.org/10.1016/j.csda.2020.107 110
0167-9473/© 2020 Elsevier B.V. All nights reserved.



Chapter 13 [ ®)
Variable Selection in Joint Mean Creckfor
and Covariance Models

Chaofeng Kou and Jianxin Pan

Abstract In this paper, we propose a penalized maximum likelihood method for
variable selection in joint mean and covariance models for longitudinal data. Under
certain regularity conditions, we establish the consistency and asymptotic normality
of the penalized maximum likelihood estimators of parameters in the models. We
further show that the proposed estimation method can correctly identify the true
models, as if the true models would be known in advance. We also carry out real data
analysis and simulation studies to assess the small sample performance of the new
procedure, showing that the proposed variable selection method works satisfactorily.

13.1 Introduction

In longitudinal studies, one of the main objectives is to find out how the average
value of the response varies over time and how the average response profile is
affected by different treatments or various explanatory variables of interest. Tra-
ditionally the within-subject covariance matrices are treated as nuisance parameters
or assumed to have a very simple parsimonious structure, which inevitably leads to a
misspecification of the covariance structure. Although the misspecification need not
affect the consistency of the estimators of the parameters in the mean, it can lead to a
great loss of efficiency of the estimators. In some circumstances, for example, when
missing data are present, the estimators of the mean parameters can be severely
biased if the covariance structure is misspecified. Therefore, correct specification of
the covariance structure is really important.

On the other hand, the within-subject covariance structure itself may be of
scientific interest, for example, in prediction problems arising in econometrics and
finance. Moreover, like the mean, the covariances may be dependent on various
explanatory variables. A natural constraint for modelling of covariance structures

C. Kou - J. Pan (&)
Department of Mathematics. University of Manchester, Manchester, UK
e-mail: ckou@maths.man.ac.uk; jianxin.pan@manchester.ac.uk

© Springer Nature Switzerland AG 2020 219
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Hellinger distance-based stable sparse
feature selection for high-dimensional
class-imbalanced data

Guang-Hui Fu'”, Yuan-Jiao Wu', Min-Jie Zong' and Jianxin Pan?

Check for
updates

Abstract

Background: Feature selection in class-imbalance learning has gained increasing attention in recent years due to
the massive growth of high-dimensional class-imbalanced data across many scientific fields. In addition to reducing
model complexity and discovering key biomarkers, feature selection is also an effective method of combating
overlapping which may arise in such data and become a crucial aspect for determining classification performance.
However, ordinary feature selection techniques for classification can not be simply used for addressing
class-imbalanced data without any adjustment. Thus, more efficient feature selection technique must be developed
for complicated class-imbalanced data, especially in the context of high-dimensionality.

Results: We proposed an algorithm called sssHD to achieve stable sparse feature selection applied it to complicated

class-imbalanced data. sssHD is based on the Hellinger distance (HD) coupled with sparse regularization techniques.
We stated that Hellinger distance is not only class-insensitive but also translation-invariant. Simulation result indicates

that HD-based selection algorithm is effective in recognizing key features and control false discoveries for
class-imbalance leaming. Five gene expression datasets are also employed to test the performance of the sssHD
algorithm, and a comparison with several existing selection procedures is performed. The result shows that sssHD is
highly competitive in terms of five assessment metrics. In addition, sssHD presents limited differences between
performing and not performing re-balance preprocessing.

Conclusions: sssHD is a practical feature selection method for high-dimensional class-imbalanced data, which is
simple and can be an alternative for performing feature selection in class-imbalanced data. sssHD can be easily
extended by connecting it with different re-balance preprocessing, different sparse regularization structures as well as
different classifiers. As such, the algorithm is extremely general and has a wide range of applicability.

Keywords: Hellinger distance, Class-imbalance learning, Feature selection, Sparse regularization

Background

Feature selection has recently gained considerable atten-
tion in class-imbalance learning due to the high-
dimensionality of class-imbalanced data across many sci-
entific disciplines [1-3]. To date, a variety of feature
selection methods have been proposed to address high-

*Correspondence: guanghuifu@kust edu.cnghuifu@1 26 com

"School of Science, Kunming University of Science and Technology, Kunming
650500, People’s Republic of China

Full list of auther information is available at the end of the article
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dimensional data. However, only a small number of them
are technically designed to handle the problem of class
distribution under a class-imbalance setting [4-7]. Thus,
performing feature selection from class-imbalanced data
remains a challenging task due to the inherent com-
plex characteristics of such data, and a new understand-
ing or principle is required to efficiently transform vast
amounts of raw data into information and knowledge
representation [8].

® The Authorls). 2020 Open Access This article & licensed under a Creative Commons Attribution 40 Intemational License,
which permits use, sharing, adaptation, distribution and reproduction inany medium of format, as long as you give appropriate
credit to the original author(s) and the source, provide alink to the Creative Commeans licence, and indicate If changes were
made. The images or other third party material in this article are included in the article's Creative Commons licence, unless

indicated otherwise ina credit line to the material. If material is not included inthe article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view acopy of this licence, visit httpy//creativecommons.org/icenses/by/4.0/. The Creative
Commeons Public Domain Dedication waiver (http.//creativecommons.org/publicdomain/zero/1.0/) applies to the data made
available in this article, unless otherwise stated in a credit line to the data
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1 | INTRODUCTION

Summary

As the binary image fails to reflect the density distribution of the bubble, this
paper proposes an improved new indicator for accurate measurement of spatial
uniformity based on gray image analysis: moment. Compared with the inclina-
tion angle method in binary image, the test results show that the two methods
have significant positive correlation. The experimental results also indicate
that the evolution curve of bubble numbers is consistent with its moment evo-
lution curve, and the moment evolution fitting curve can distinguish the high
noise in the experiment. Compared with other methods, mixing performance
index () obtained by moment evolution fitting curve is correlated with heat
transfer performance (Pearson correlation coefficient @ = —0.94). The variation
in characteristic area of the bubble in the direction of bubble growth can char-
acterize the heat transfer performance. The index of dispersion of the global
moment and the local moment indicates that the local moment can be used to
precisely quantify the spatial uniformity of boiling bubbles. This work could
also be applied to study a variety of problems involving spatial uniformity
through visualization techniques.

KEYWORDS

direct contact heat exchanger, heat transfer coefficient, image analysis, moment, spatial
uniformity

significant amounts of heat efficiently,! simple design,
low cost® and low heat transfer resistance.®> Currently,

Direct contact heat exchanger refers to a heat exchanger
that the heating medium and the heated medium
exchange heat through direct contact. Compared with
other heat exchangers such as heat pipe, direct contact
heat exchanger have the advantages of transferring

Qin Wang, Junwei Huang, and Jianxin PanEqually contributed equally
to this study.

direct contact heat exchangers are widely used in numer-
ous engineering systems, such as water desalination,
crystallization, solar energy, power production and
chemical industry.*® Therefore, it is so critical to under-
stand the flow and mixing characteristics and the proper
design and optimization of the direct contact heat
exchanger. The size distribution of bubble groups is an
important parameter for predicting and designing the

Int J Energy Res 2020:44:8823-8840.
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Chapter 15 )
Estimation of Covariance Matrix Gt
with ARMA Structure Through

Quadratic Loss Function

Defei Zhang, Xiangzhao Cui, Chun Li, and Jianxin Pan

Abstract In this paper we propose a novel method to estimate the high-dimensional
covariance matrix with an order-1 autoregressive moving average process, i.e.
ARMA(1,1), through quadratic loss function. The ARMAC(1,1) structure is a com-
monly used covariance structures in time series and multivariate analysis but involves
unknown parameters including the variance and two correlation coefficients. We
propose to use the quadratic loss function to measure the discrepancy between a
given covariance matrix, such as the sample covariance matrix, and the underlying
covariance matrix with ARMA(1,1) structure, so that the parameter estimates can be
obtained by minimizing the discrepancy. Simulation studies and real data analysis
show that the proposed method works well in estimating the covariance matrix with
ARMA(1,1) structure even if the dimension is very high.

Keywords ARMA(1,1) structure - Covariance matrix - Quadratic loss function

15.1 Introduction

Covariance matrix estimation is a fundamental problem in multivariate analysis and
time series. Especially, the estimation of high-dimensional covariance matrix is rather
challenging. In the literature, many research works were proposed to tackle the
problem, such as [1, 3, 8, 9] among many others. However, when the covariance
matrix has a certain of structures like order-1 autoregressive moving average, i.e.
ARMAC(1,1) structure or others, the estimation and regularization were hardly [6].
Recently, Lin et al. [7] proposed a new method to estimate and regularize the high-
dimensional covariance matrix. Their idea is summarized as follows. Suppose A
is a given m x m covariance matrix, that is, it is symmetric non-negative definite.

D. Zhang - X. Cui - C. Li
Department of Mathematics, Honghe University, Mengzi 661199, China

J.Pan( )
Department of Mathematics, University of Manchester, Manchester M13 9PL, UK
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Integrative analysis of Mendelian
randomization and Bayesian
colocalization highlights four genes
with putative BMI-mediated causal
pathways to diabetes

Qian Liu2, Jianxin Pan?, Carlo Berzuini(»?, Martin K. Rutter*> & Hui Guo(*=

Genome-wide association studies have identified hundreds of single nuclectide polymorphisms (SNPs)
thatare associated with BMI and diabetes. However, lack of adequate data has for long time prevented
investigations on the pathogenesis of diabetes where BMI was a mediator of the genetic causal effects
on this disease. Of our particular interest is the underlying causal mechanisms of diabetes. We leveraged
the summary statistics reported in two studies: UK Biobank (N = 336,473) and Genetic Investigation of
ANthropometricTraits (GIANT, N = 339, 224) to investigate BMI-mediated genetic causal pathways to
diabetes. Wefirst estimated the causal effect of BMI on diabetes by using four Mendelian randomization
methods, where atotal of 76 independent BMI-associated SNPs (R? < 0.001, P < 5 x 10~°) were used
as instrumental variables. It was consistently shown that higher level of BMI (kg/m?) led to increased risk
of diabetes. We then ap plied two Bayesian colocalization methods and identified shared causal SNPs of
BMI and diabetes in genes TFAP2B, TCF7L2, FTOand ZC3H4.This study utilized integrative analysis of
Mendelian randomization and colocalization to uncover causal relationships between genetic variants,
BMI and diabetes. It highlighted putative causal pathways to diabetes mediated by BMI for four genes.

Diabetes is a long term health condition that affects approximately 1 in 11 adults with rapid increase in prevalence
worldwide!. Elevated BMI in both children and adults has been consistently found causally associated with the
risk of diabetes’”. Genome-wide association studies (GWASs) have identified hundreds of genetic variants, in
particular, single nucleotide polymorphisms (SNPs) that are associated with both BMI and diabetes'®*, which
have induced investigations on the role of BMI-associated SNPs in the development of diabetes™'®. However,
there was limited data on the pathogenesis of diabetes where BMI was a mediator of the genetic causal effects on
this disease.

Publicly accessible large-scale GWAS summary results provide great resources of integrative analyses of dis-
ease pathogeneses'®!*, e.g., Mendelian randomization (MR Y™ and colocalization®*%, MR is designed for esti-
mating causal effect of an exposure on a disease, where exposure associated SNPs are selected as instruments.
These instruments are not necessarily causal SNPs due to linkage disequilibrium (LD). Colocalization explores
shared causal SNPs of a pair of traits, whether they are exposures, diseases, or exposure and disease. It was not
developed for identifying causal relationship between the traits. Thus, the causal questions addressed by the two
approaches are different”. Each of the approaches alone is insufficient to investigate exposure-mediated genetic
causal pathways to a disease. Very recently, frameworks of integrative analysis by combining MR with colocaliza-
tion have been developed to identify biological mediators in the causal pathways to various clinical outcomes®-*,
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Article history: The marker-controlled multiple watershed segmentation are achieved to distinguish darker continuous
Received 17 September 2019 phase in gas-liquid two-phase flow patterns efficiently. Each plot of the Betti numbers j§; is curve-fitted
iﬁ:g;: ;ﬁl:’:’;??ﬁv‘g::er St using a four—palameter Iogisticsrmodel, for characteri: ng mixing effects. Similarit:y between a}‘]jacent pix-

els can be gquantified by the distance. The 8, of continuous phase decreases linearly at distance = 2,

Keywards: which can be used to determine the threshold for segmentation. Repeated tests with different pixels and
Distribution methads are conducted to ensure the repeatability and effectiveness of this model. More interestingly,
Two phase flow we find that the rapid increase of 8, of bubbles swarm coincides with the evolution of 8, of continuous
Heat transfer phase, and the median of difference of 8, between the two phases in the visible window, as a novel
Isl'“e'gy i metric of flow regime control is obtained and correlated with average volumetric heat transfer coeffi-
mage analysis

cient. This dynamic image analysis method, equipped with computational homology, provides the ability
of evaluation of the spatial flow structure from a two-dimensional image and can be used to control the
process.

© 2019 Elsevier Ltd and HIR. All rights reserved.

Effet synergique de I'évolution de la configuration d'écoulement des phases
dispersées et continues dans le processus de transfert de chaleur par contact
direct

Mots-ciés: Distribution; Ecoulement diphasique; Transfert de chaleur; Synergie; Analyse par imagerie

* Comesponding author.
** Co-corresponding Authors.

E-mail addresses: feiyukm@®aliyun.com (Y. Fei), hbgedx2017@163.com (Y.
Yang), zhaiyuling00@126.com (Y. Zhai), jianxin.pan@manchesteracuk (J. Pan),
wanghua65@163.com (H. Wang).

! Equally contributing authors.

https:{jdoi.org/10.1016fj.ijrefrig.2019.11.020
0140-7007{© 2019 Elsevier Ltd and HR. All rights reserved.



Statistical Papers
https:/doi.org/10.1007/500362-021-01236-1

REGULAR ARTICLE

Properties and generation of representative points of the
exponential distribution

Long-Hao Xu' - Kai-Tai Fang'? - Ping He'

Received: 27 August 2020 / Revised: 27 March 2021 / Accepted: 19 April 2021
© The Authaor(s), under exclusive licence to Springer-Verlag GmbH Germany, part of Springer Nature 2021

Abstract

It is known that the exponential distribution has many nice properties. Graf and
Luschgy (2000) pointed out that the mean squared error of the set of representative
points of the exponential distribution is fully determined by the smallest representative
point. In this paper we concern with the representative points of the exponential distri-
bution and find a number of new interesting properties. A new algorithm is proposed to
effectively generate representative points of the exponential distribution. In addition,
the performance of representative points of the exponential distribution is evaluated.

Keywords Discrete approximation - Exponential distribution - Mean squared error -
Principal points - Representative points

1 Introduction

The problem of selecting a given number of representative points (RPs for short) which
retain as much information of the population as possible arises in many situations. It
can also be considered as a problem of approximating a continuous distribution by a
discrete distribution. Let X be a univariate random variable with probability density
function (p.d.f.) p(x) and cumulative distribution function (c.d.f.) F(x). We want to
find a discrete random variable ¥ shown as below to represent the continuous random
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Abstract

By the affine resclvabie design theory, there are 68 non-iscmorphic classes of symmet-
nc arthoronsl designs wvolving 13 factors with 3 levels and 27 muns. This paper gives
a comprehensive study of afl these 68 non-isomorphic classes from the viewpoint of
the uniformaty eniens, generalized word-leagth pattern and Hamming distance pat-
tern, which provides some mnteresting projection and level permuotation behaviors: of
these classes. Selecting best projected level permuted subdesigns with 3 < & < 13
factors from all these 68 non-isomorphic classes 18 discussed via these three crters
with catalogues of best values, New recommended uniform mimimum aberration and
minimum Hamming distance designs are given for investigating either qualitative or
quantitsitve 4 < k < 13 factors, which perform better than the existing recommended
designs in literature and the existing uniform designs. A new efficient techmique for
detecting non-isomorphic designs is given via these three cntena. By using this new
approach, in all projections into | < k < 13 factors we classify each class from these
68 classes to non-isemorphic subclasses and give the noumber of 1somorphic designs
mn each subclass. Close relationships among these three cntenia and lower bounds of
the average uniformuty critena are given as benchmarks for selectung best designs.

Keywords Design isomorphism - Onhogonal designs - Level permutation -
Projection + Generalized word-length pattern - Homming distance pattern -

Uniformity crtena
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A novel algorithm for generating minimum energy points from
identically charged particles in 1D, 2D and 3D unit hypercubes
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ABSTRACT ARTICLE HISTORY
Generating minimum energy points (MEPs) is an optimal solution of many  Received 4 June 2020
real-world problems, such as the selection of best locations for hospitals ~ Accepted 29 May 2021
inside a city that reduce the overcrowding and competition and avoid the

less-populated regions. The key idea is considering these locations as st , :
charged particles with the same sign (ie., repel each other) inside a box glse‘:tprti::mﬁoEtErﬁ:;? 2:239';,"“'
and distribute these points by minimizing the total electric potential  goinotential circles; GensA;
energy (TEPE) among them. The practice demonstrated that most of the  Greedy algorithm; Minimum
existing techniques for generating MEPs are complex, especially for non-  energy points; PSO;
mathematicians. Therefore, the greedy algorithm (GreA) is the classical Representative points
widely used algorithm for its simplicity even though a satisfactory result is

not guaranteed. This paper gives a novel algorithm for generating MEPs ~ MATHEMATICAL SUBJECT
from identically charged particles in 1D, 2D and 3D unit hypercubes. The fmf;{:;;"‘ bie0
results show that the new algorithm distributes the points far away from : o r

each other to reduce the TEPE of the generated MEPs more effectively

than the GreA. The new algorithm is a significant improvement of the

GreA to overcome its unsatisfactory results. Therefore, the new algorithm

in its current form or after some improvements is highly recommended to

be used instead of the GreA for many different applications.

KEYWORDS

1. Introduction

Consider the following real-life problem of selecting the best locations to open gas stations in a
new city. How to find the best locations that will avoid the less-populated regions and minimize
the competition among these gas stations? For solving this significant real-life problem, consider
the new city (experimental region) as a box and the locations of the gas stations are points inside
this box. To effectively distribute these points inside this box, consider that these points are
charged particles with the same sign and the charge represents the experimental response
(inversely proportional to the population density). Therefore, these points will repel each other
and try to be as far away as possible from each other. The distributed points will take positions
inside the box so as to minimize the total potential energy in electrodynamics (Thomson's the-
orem, see, €.g., Zhou 1999). These points are called minimum energy points (MEPs). MEPs are

CONTACT A. M. Elsawah ) a_elsawah85@yahoo.com or amelsawah@uiceducn or aelsawah@zuedueg (&) Division of
Science and Technology, Beijing Normal University-Hong Kong Baptist University United Intemational College, Zhuhai
519085, China.
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Radge regression
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This paper rigoromsly smxdies large sample properies of 3 sumogame L; penalization
method Via ilerarively pedomming reweighoed [ penalized regressions for generalized
linear modets and develop a scalable implementation of the medtod for sparse high
dimensonal mxssive sample size [SHOMSS]) dam. We shaw thar for generalized lnear
models e limic of the algorimm, eiemed m a5 the rien adaprve ridge (BAR)
CSTITLAIr, i consistent for variable selecrion, enjoys an orace property for parameEr
ESHITETL, and pOssesses d EROOping propersy for highly cosmelated oowaTiams. W
harther demmonsoate thar by raking advaniage of an existing eficient implkEmentation
ol massive L-penalized generzlized linear models, the proposed BAR methad cam be
mnvenientdy implemeneed for SHOMSS data An illusITaton is gveEn Using 2 karge
SHDMSS daca from the Troven Markerscam Medicane (MDCE) darabase m imvestigace
the salety «f dabigaman versus warlarin for meaoment of nomahvualar amial fbrilkamion
in elder pasients
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1. Introduction

Ly-penalized regression has been popularfy used in the dassical variable selection methods through the well-known
informatiian crigaria such a3 Mallow's O, (Mallowe, 1073), &katke's information criterion (AIC) { Akaike, 107.4), the Hayesian
information criterion (BIC) [Schwarz et al,, 1937 8; Chen and Chen, 2008 ), and risk inflation criteria {RIC) {Foster and George,
19947 It directiy penalizes the cardinality of 2 model and ‘has been shown to possess sorme optimal properties for variable
selection and parameter estimation (Shen et al, 2012} On the other hand, L -penalization is computationally NP-hard and
thus not scalabie to high dimensional covariates. It can also be unstable for variable selection (Ereimman ef al, [926) The
broken adaptive ridge [ BAR ) method has been recently stuedied as a scalable summogate to Ly peenaliza on for simultaneous
variable selection and parameter estimation {Dai et al, 2018aby; Frommlet and Muel, 2016; 1o and Li, 2016). Defined as
the limit of an iteratmvely reweighted Ly penalization algonthm, the BAR estimator has been shown to enjoy the best of
both Ly and L; penalizations [Dai et al, 20183,b) while avoiding their shortcomings. For instance, it is easily scalable to
high dimensional covariates and has been shown to be consistent for vaniable selection, oracle for parameter estimatson,
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In order to nmderstamd the hehavdor of complex phencansna i in
dustrial applications and seiencifie inwemigations, deta collertion and
darn anahysic are the bask: two lswes |6 this process. There b5 no dombe
that collecting am optimal experimestal dataset fior the experiment
under the |myertigmtion is the comenstone and the most important. and
sigmificent issue in this process for the following two simple reascesc (i)
there are mamy effective datn snalysls software that ca be used to
malyze the collected experimental daeset, and (H) on opbimal expen
menial dataset for & given experimest sble to capture maximam wahs
abde {pocimae] information aboaut its bebavior and thas more significant
parumeters can be estimated without bias and with minimam varsnee,
wheerens 0. nom-optimal experimental datecet canmof prodisce acozmte
nowledge about the behavice of the experiment, even |f effective
softwares are usexd to extract possible information from it (of. Elsswak,
HIla) Thersfare, the aptimaliny eallaction of sypesimantal datazate,
which provide -waluable information about the behawior of the
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process (cf. Eisawah, 20215 From & practical point of view, selecting
such optimal experimenta] datesets is the most challenging and difficul
part inwestigators may face (cf, Elawnb, 2011=]

Unforiumately, the collerted exparimientsl datacers of many real-Eife
experiments may have outliers. The presence of even & few owtliers may
Bead to m.k:pedﬂw.iﬂnufmndel. biased estimaticn nfpumﬂ.u'l,.lml
poor forecasts, An ourlier s an ohservarion that deviates significantly
from other experimentnl dats poisis arouse suspicions theat it was
gesemied by o different mechamlom (of Hawldne, 1 980). Simply, an
catlier can be thought of a5 an expesimental observation that does not
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1. Introduction

Design of experiments is arguahly the most commonly used and afective tool for unders@anding the behavior of
complex phenomena in industrial and scientiflic applications by investigating the effect of input vanables (factors] on the
response variables {outputs), The most significant hard problem experimenters may face is the optimality selection of the
experimental runs {experimental designs | which prowide wseful information aboat the behavior of the phemomena under
the experimentation. An experiment with an optimal design allows more parameters to be estimated with minimom
variznce amd without bias, while am experiment with a non-optimal design needs a greater number of etpenmental runs
to estimate the parameters with tHe szme accuracy as an optimal design, From a practical point of view, constructing
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Abstract

Design of expenment 15 an efficient statistical methodology of establishing which
inpaat variables are imporant (have significant effects) in an experiment (process) and
the conditions under which these inputs should work to optimize the outpugs of tha
process. Two-level designs are widely used in high-tech industries and manufacturing
for productivity and gquakity improvernent experiments. The construction of (nearly)
optimal two-level designs forreal-life experiment = with. larpe number of input vanables
can be quite challenging. The practice demonstrated that the existing techniques ane
complex, highly time-consuming, produce limited tyvpes of designs, and likely to failin
|aroe expariments (Le., optimal results are niot expectad ). To overcome thizse sianificant
problems, this aricle gives asim ple and effective technigue for constructing large tao-
level designs with good statisticsl properties. To meet practical needs i chfferent fellds,
the statistical propertics of the penerated designs by the: new techneque ane investigated
from four basic perspectives: minimizing the similanty among the expenmental rans,
minimizing the aliazing among the mpu ~vanables, matimiring the resolution, and
filling the experimental domain as uniformby as possible. New recomme nded saturated
orthogonal main efficct plans amd uniform onhogonal amays of strength three with
thoasands or even millions of muns and factors are genermted via the new technigque
without recourse to optimization softwane,

Keywords Multiple doubling - Onhogonal zerays - Minimum sherration designs -
Minimum moment aberration designs - Minimum probabality Hamming distance
demians - Uniform designs
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Abstract

Experimental design is an effective statistical ool that is extensively applied in mod-
em imdusiry, enginearing, and science. It is proved that experimental desipm is a
powerful and efficient means 1o screen the relationships between input factors and
their respomses and to distimguish significant and unimportant fector effects. In many
practical situations, experimentars are faced with larps sxperiments having four-leval
factors. Even though there are several technigues provided to design such experi-
ments, the challenge faced by the experimenters is still daunting. The practice has
demonstrated Lhat the existing techniques are highly ime-consuming optimization
procedures_ satis factory oulcomes are nol guaramteed, and non-mathematicians Face a
significani challznge in dealing with them. A new teghnigue that can overcome these
defects of the existing technigues is presented in this paper. The resulis demonstrated
that the proposed technigue outperformed the current techniques in terms of constme-
tion si mplicity, computational efficiency and achieving satisfactory resalts capability.
For non-mathematician experimsenters, the new technique is much easier and simpler
than the current techniques, a5 it allowsthem to design optimal large experiments
without the recourse Lo optimization softwares. The optimality is discussed from four
basic perspectives: maximizing the dissimilanty among experimental runs, maximiz-
ing the number of independent factors. minimizing the confounding among factors.
and filling the experimental domain wniformly with as few gaps as possibla,

Keywords Multi ple quadrupling technigue - TA algorithm - Aupmented design
technique - Level permutation technique - Confounding - Hamming distance -
Space-filling
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Modeling and optimization of the effect of abiotic stressors on the
productivity of the biomass, chlorophyll and lutein in microalgae
Chlorella pyrenoidosa
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L Imtroduction

Micrealgae bave been exploited for food, bicfuels, animal feed ancd
pharmaceurical products ower the last fesw decades [1,.2]. The micro
algne biatachealogy her prown omd divessifisd signifioamdy, despine
these developments the number of commereially availabie prodocts ane
still rnited. “There i still & significant demand i the: global markes
margin o improve the ecomsamic yield for largeseale butein production
i3], siniee the marigodd based hotein production is still mach lower than
the growih rate and biomess yield and iz serves 25 the dominarnt souance
mowadays [4]. However, microalgoe are often too low for the coms
mercial viability of hatein pooduction. Veroos coltivation strategies o
mcrense Juteln contest and hstein productivity in micrealgee species
have bern developed [5.0]. However, thsese effors s2ill cannot mees
reqquEiremests for commerncial production.

Moereover, some microabzee desl with the rising irmdiance, pH,

temperateres, and nitmte comprise of photoryathetic pigmestc conbess
Enereasesd [7, 5] Howeser, the: cormefation ander different conditions of
phosphare aod trace metals (s stll onclear. In order tor Improree the
commercial vibility of lutein and = related prodzces, it i necesaary
imprave the subure sfcdency of micmalgae, emphssiving the cell
growth mre amd the contest of mieroalgee hutein. Ose possibilicy of
imcreasing the hutein content o algne i exposing thesm o envimomenal
siress (called lutein mriggering) before microalgoe harvesting and
pdgment exmction. Litein triggesing may inmvolve algee mutriest
deprivation (e.g., starvation of sitrogen], altering the lghs exposure,
tweat showk, camotic pressure, chemical stress, ar radiation []. Recenthy,
some micmalgae coltore smategies hove been used to enbance biomoss
and walue target metabolites yield and the best of cur knowledge,
bsowever, minimal efforss have yef been made to evmbuate the in-
terctions between different outrients cubtare mediums,

This paper Envestigates the optimization. of the euliure condition for
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An Optimum Signal Detection Approach to the Joint

ML Estimation of Timing Offset, Carrier Frequency
and Phase Offset for Coherent Optical OFDM
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(OFDM ks ane of the prime digital
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frequency-domain sppreach. The reslting joimt CFO, CPO, ond
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P N comecetuallly
and = B tmton. A much simpler sequengimd appronch in

micatinms, Accurate synchronimtion is the moin sheiacle in the
implementaton of o reliable OFD% receiver. We propose here &
maxinmm likefibond (%1.) esimator for the timing offset
(700, carrier Fremency offee (CFO), omd corrier phmee offmst
1EPD'rlnrmhﬂ-uupﬂnlﬂmﬂmmudhyh
tiseary of ML signal & starts By
uhhlh-rmwflrﬂrmulhlquﬂmd&ewhhdmu
spectrum, whese L s o power of twa and 8 sanemed safliciently
lmrge. This is done by padding (L — 1)0 meros to the end of
the W recrived noisy OFDM mmples, where W is the namber of
FDM subcarriers. By computing the LN -point discrete Fourier
tramafarm (DFT) of these LN time mmple, we get L replices
of the DWFT of the original (OFDM spectram, where sach
oorresponds b the IFT for one . vadue of the CFO
mdh:!dpdi:t?ﬂnh-h{ijl}f_:;.wt-lmth
mmest probable replicn by cheasing the one that is ot the minimam
Enclidenn distance from the original (FDN spectrmm, which lends
10 & malched=lillering (MF) eperation m ibe [regeency domain in
either o blind or o dato-aided munner, Building on this ¥MF concept,
wee then develop n jolmt ML esttmator of the TO amd CPCF for esch
trypothesized value of she CFCY, The novelty here is that the TO and
e CPOD arn entimnated offickently as the freqoency snd phase of «
oomplex simosmmid observed im nolse, vin either o ttme-domain or &
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which we Grel decide on the CF0 and then perform a jeint TO
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ai spprnach d to the apti jmint appresch is
nﬂnnﬁwmm W ahinin the perfoe.
meamce of 5l oor estiatons via sinsnlabons, and. show that they
perform better when compared with the existing well-kmown esti-

that our estimadors for high SNR acinin these performamce lower
[ T

mh-&mmmmmm
m.l'lxhdﬁl‘l.!r.

gt ) -l*i. e i _IIWIIH]. Eiming nffeet.

L INTRODICTION

OHERENT optical orthogonn! frequency -divasaon multi-
plexing §OC-0FDM) bas agracted much resesnch aften-
1o el by ity bigh spectml efficiency and ity robustmess bo ithe
chmomatic dispenion (C1) and polzrizntion mode disperson
(PMDY 1] In e CO-00FDM sysiemm, aserinl lagh-mie daa stream
1% npli fobo mudiiple paralle] deta areams with lower speed, esch
off which w modilsted onto oribogonal subcarnen. The sush-
carmen &e athogomally overlappiog with tme 2notker, leafing
1 high spectral eficiency. Fowever, synchmomization emm in
timing, freguency amid phass can mimoduce both imter-symisol
imlerference (150 and inter-cumier intsrferemcs (1CT) that sl
1 severe perfonmance degradation. The aming offset (T0) i
caussd by the propegation delay or the sample tming offee
{Frequency difference | phase: oflset) between the tramsmilser
and recever, o the camier requency offset (CF % mduced
by the Imequency offsed between ihe rmnemitier and recenser
laser, The existence of a carrier phase offeet (CPCH doe to phase
nuise in the trameminer and receiver oselllators also coises sigmal
cimnslellation rolstions m the subcarmers that can lead W Bit
o rute { BER ) performance degradation, Thereiore, schieving
relishle synchrontzation is & major challenge for COGOFDM
ayskzms,
Many approaches Tor CO-CFDM synchronieation are avail-
ahie in the loerature by now. The mow promesing approsach o
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Suppose tharl risk resérves. of an insurance company re gowerned by a  Bectieed | Febuary 2080
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calculiste ultimate ruin probabiliny that min time, the fist e when ke cree,
mhrﬁgﬂtluqkﬂnlbﬂ.%apﬁ&maﬂim:ﬁuﬂw. q-sl:alu Naskor meduloned dadsial
functions and Markav property to prove that ultimate ruin probability 5 rekmeoded g-5cae funstion;
tha flsted poins of a contraction mapping in termes of q-scake functions and Masers propenty; Bana ch
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LT Case,
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Simce Cramér (193 investigated classical risk madel, many suthors Bave applied variows risk madels
i rile theory See ep Chapter 11 in Asmazsen S Alhrecher (20000 for altimeate riies probe bility under
2 diffusion rlsk model, Bethaj (2000) for optinal dividend distetbation under a jomp-difasson sk
mods] wilh exponential jomg density, Gajek & Rudd (2008) for ultimate roin probability wnsler
Markov-miodulated classical risk model, Jiang & Pistorius (2042) for optimal dividend policy wnder
& Markov-modulated Brownitae motlon with positive drifts, and Gagek & Bucifiskl (2007] for the
imvestigation of the following generalization of the nitimate rudn probdem: under o specirally negative
Léwy risk model, dividend payments and capital injections ane employed to maximize an Insurance
company's value and the opsimal strategy of capital management I8 described, This qoite Important
research paper reconciles somehow maximizing dividend payments with minimizing ultimate ruin
prababil ity,

Farticutarly, Markov-modatated risk models have become increasingly popular, The motlvations
far the popularity of Markov-modulated risk madel are time-changing parameters ansd analytical
tractability (see e.p. Jiang 2005, X119, fiang & Pistorius 2012), Bansch contraction principle and fixed
paint theosem are widely applied in the study of nonlingsr diferentialfinregral equations Lo solve
relevant problems i cisk theory Por exampls, llang & Plstoclus (20020 and Jeng (2015, 2019) apply
Banach coptraction principle and Sluctustion theory in terms of g-acale fanstions to study optioal
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Abslracth Slmuliaresus confidence islesvals are ;u;rn:n*mnly e in Eint indfererae of mul-llp!.* pATAm-
eters. When, the Lu:dgr[}-'u'ugjmm distrifhution af the estimates 5 unkmown, TP S metheds
can be :l.ppil.:d L) prwt-rlc distribution-free simultaneous confidence inftervals. In this note, we
propase new one-sided and two-stded nonparametric smoltancous condfidence imtervals bassd aon
the pereendile booksirep approach. The admisiibility of the proposed intervals is established. The
mumerical redults demanstrate that the proposed confidence inbervals mairkain the correct coverage
probability for both nocmal snd non-rormil distributions, For smaothed bootsteap estimates, we
mxond Bfrom's (2014) nonparametric delta mothed fo constrict nonparamelric simubaneas cond-
dirsit Intervale. The methods are applied to congtruel simulanecus confidencn inlervals for LASSOH
regTesEion eshmates.

Keywords: smultaneous confidence interval, bnuul:rqp; admussibiliby

L Introduction

In statistical sciences, the m:mpuhl:i.qm of simultaneois confidence interyals lfS-CL::I
for parameters of interest plays a major role [1]. For instance, multiple testing problems,
r\egrmiun ami}-m and mulbvarate inference are well krsown applicuﬁnﬁ areas. When
the finite sampling distribution of the estimator (here, a veclor) under the alternative is
krvoarn, exact SCIs can be computed. However, that is often not the case, and when the
underlying distribution of the estimator is difficult o obtain amalytically, bookstrap methods
[using drawing with replacement from the dota) can be wsed to approximate its sampling
distribution (see, e.g, (23], among others). The authors of [4] provide an algorithm o
comstruet SC1s for mulSvariate estimates, which caloulates the number of bootstrap samples
that fall outside a confidence region. To achieve the pre-specified level of {1 — &) »x 100%,
one can trial diffesent values of the lower and upper bounds of the intervals uniil attaining
the target lavel In [5) a more efficient way of computing (1 — &) = 100% upper 5Cls
was devedoped by sorting the bootstrap realizations of the multvariate estimates by the
maximum rank across all the coordimates. Then, the (1 — a) = 100% percentile of the
maximurm rank is determined. The limit of the confidence fmterval for sach coordinate is
the walue of the estimate sharing the same rank as the (1 - &) percentile of the masimum
rark. By symmetsy, the {1 — &) 2 100 lower 5C18 can also be constructed,

In this note, we improve their methoed by sharpening the limits of the 5CIs for each
coordinate, [t s observed that the value of the estimate sharing the same rank ag the
(1= ) = 100% percentile of the maximum mank is indeed higher than the estimates n the
sebected {1 — &) x 100% samples, but the threshold for each coondinate is too conservative.
We can lighten them rather than using the same maxdmum rank ouled] values (see detadls
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Ahstract

This article proposes a penalized composite Ekelihood method for model selec-
tion in colored graphical Caussian models. The method provides a sparse and
symmelry-constrained astimator of the precision matrix and thug conducts
model selection and precizion matrix estimation simultanecosly. In particalar,
the method uses penalty terms to constrain the elements of the precision matrix,
which enables us to transform the model selection proflem into a constrained
optimization problem. Further, computer experiments are conducted to illus-
trate the performance of the proposed new methodolegy. 1t is shown Lthat the
proposed method performs well in both the gelection of nonzero elements in the
precision matrix and the identification of symmetry structures in graphical mod-
els, The feagthility and potential clinical agplication of the proposed method are
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1 | INTRODUCTION

In recent years, undirected graphical medels [21] have
been playing an important rele in statistical inference,
which are widely employed to analyze and visualize con-
diticnal dependence relationships among variables. Ina
graphical model of a muliivariale distribution, verlices
represent random variables and edges encode conditional
dependencies among the vertices. Precision matrix estima-
tion and madel selection in graphical Gawssian models is
equivalent to estimating parameters and identifying zeros
in the precision matrix. The increasing availability of large
dita in different disciplines makes graphical models an
excellent tool to capture the conditional strucoure between
component variables. Graphical Gaussian models have

demonstrated on a microarray genc expression dataset

1, penalty, model slection, nonoomeex minimization, precision matrix estimation

been successfully applisd in @ number of felds such ag
genetic networks |8, biclegical networks [29], and finan-
cial networks [10].

Colored graphical models are developed by adding
symmetry restrictions to the precision matrix of graphical
models [19]. As constrainied graphical Gaussian models,
enlored Eraphi.l.':ﬂ models can be rep;n'_:srenlud '.‘"}- n:-l-;;ri.ng
the associated underlying graphs. The colored edges and
vertices are associated with the restricted equal entries in
e pl'f'.:l:iﬂ';l:ltl imatrix, Colored grﬂ.phlcﬂ moadels ape -
cially useful in revealing the structures of gene regulatory
nebworks [15]. The equalities of the entries in the preci-
sion matrix provide a convenient tool o demonstrate the
commeonalities between the genes which can be repre-
sented by the same color vertices in the colored models.
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Abstract

In this paper we propose a class of multistate models
for the analysis of multitype recurrent event and
failure time data when there are past event feed-
backs in longitudinal biomarkers. It can well incor-
porate various effects, including time-dependent and
time-independent effects, of different event paths or
the number of occurrences of events of different types.
Asymptotic unbiased estimating eguations based on
polynomial splines approximation are developed. The
consistency and asymptotic normality of the proposed
estimators are provided. Simulation studies show that
the naive estimators which either ignore the past
event feedback or the measurement errors are biased.
Our methed has a better coverage probability of the
time-varying/constant coefficients, compared to the
naive methods. An application to the dataset from the
Atherosclerosis Risk in Communities Study, which is
also the motivating example to develop the method, is
presented.

KEYWORDS

cardiovascular disease, measurement errors, multistate process, past
event feedback, semiparametric coefficients
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MODELING PAST EVENT FEEDBACK THROUGH BIOMARKER
DYNAMICS IN THE MULTISTATE EVENT ANALYSIS FOR
CARDIOVASCULAR DISEASE DATA

By CHuoxIiN Ma!"". HonGsHENG DAl axp Jtanxmv Pan!-f
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In cardiovascular studies we often observe ordered multiple events along
discase progression which are, essemtially, o series of recurrent evemts and
termiinal events with competing risk structure. One of the main interests is
to explore the event specific association with the dynamics of longiuding
biomarkers. A new statistical challenge srises when the biomarkers camy
information from the past event history. providing feedbacks for the occur-
rences of future events and, particularly, when these biomarkers are only in-
termittently ohserved with measurement errors. In this paper we propose a
novel modeling framework where the recurrent events and terminal events
are modeled as multistate processes and the longitudinal coveriates that ac-
count for event feedbacks are described by rmndom effects models. Consid-
ering the nature of long-term observation in cardiac studies, flexible models
with semiparametric cocfficients are adopted. To improve computation effi-
ciency, we develop an one-step estimator of the regression coefficients and
derive their asymptotic variances for the computation of the confidence in-
tervals, hased on the proposed asymptotically unbissed estimating equation.
Simulation studies show that the naive estimators, which either ignore the past
event feedbacks or the measurement errors, are binsed. Our method achieves
better coverage probahility, compared to the naive methods. The model is mo-
tivated and spplicd to a dataset from the Atherosclerosis Risk in Communitics

Studhy.

1. Introduction. [dentifying risk factors associated with the course of cardiovascular
disease (CVD) is of great medical interest. A main feature of the practice presents difficulties
in the estimation of the association between risk factors and CVD events. That is. a constella-
tion of events of different types are observed from the same subject and the occurrence of the
previous events may affect the nsk of the subsequent ones through the associated biomark-
ers. Specifically. a subject may experience, for example, recurrent myocardial infarction (MI)
and may be followed by cardiovascular death. Events of different types occurred to the same
subject can not be simply assumed to be independent. As pointed out by Kim et al. (2012)
and Rogers et al. (2016), the nisk of recurrent heart failures and myocardial infarction are
associated with that of the fatal CVD events. The successive events are actually a nested se-
ries of competing risk events. After occurrence of M1, as long as the subject 1s still under
observation, hefshe can possibly encounter another M1 or death in the future. The order of
the recurrent events and terminal event is informative, as it reflects disease progression. It is
expected that risk factors associated with different types of events would be different. The
strength of association can also vary between recurrences. Furthermore, it is very likely that
CVD occurrences in the past can cause a change in the profile of the associated biomarkers,
and the resulting changes of the trajectory will further affect the proneness to new events in
the future. When such effect accumulates with time, the feedback from past event history gets

Received October 2009 revised January 2021,
Kev words and phrases. Asymptotically unbiased estimating equation, cardiovascular disease, measurement
errors, multistste models, ordered multiple event, past event feedback, semiparametric coefficients.
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Alms To examine pericoronary adipose tissue (PCAT) and periaortic adipose tissue (PAAT) density on coronary com-
puted tomography angiography for assessing arterial inflammation in Takayasu arteritis {TAK) and atherosclerosis.
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and results [TAK + coronary artery disease (CADY), n=3& TAK, n=18; atherosclerotic CAD, n=32; matched controls,

n=127]. Median PCAT and PAAT densities varied between groups (mPCAT: P<0.0001; PAAT: P=00002). PCAT
density was 7.01 + standard error of the mean (S3EM) 1.78 Hounsfield Unit (HU) higher in coronary segmants from
TAK + CAD patients than stable CAD patients (P=0.0002), and 8.20+ SEM 204 HU higher in TAK patients with-
out CAD than controls (F=000001). mPCAT density was correlated with Indian Takayasu Chinical Activity Score
(r=043, P=0001) and C-reactive protein (r=041, P<00001) and was higher in active ws fnactive TAK
(P=0002). mPCAT density above -74 HU had 100% sensitivity and 95% specificity for differentiating active TAK
from controls [area under the curve =099 (95% confidence interval 0.97-1)]. The association of PCAT density
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1 | INTRODUCTION

Abstract

A comm on issue for classification in scientific research and industry is the
existence of im balanced classes. W hen sam ple sizes of different classes are
in balanced in training data, naively in plem enting a classification m ethod often
leads to unsatisfactory prediction results on testdata. M ultiple resam pling tech—
niques have been proposed to address the class im balance issues. Yet, there
is no general guidance on when to use each technique. In this article, we
provide a paradigm -based review of the com m on resam pling techniques for
binary classification under im balanced class sizes. The paradigm s w e consider
include the classical paradigm thatm inim izes the overallclassification error, the
costsensitive leam ing paradigm thatm inim izesa costad jisted w eigh ted type I
and type Il errors, and the N eym an Pearson paradigm thatm inim izes the type
ITerror sub ctto a type I error constraint. U nder each paradigm , w e investigate
the com bination of the resam pling techniques and a few state-ofthe-art clas—
sification m ethods. For each pair of resam pling techniques and classification
m ethods, w e use sim ulation studies and a real dataset on credit card fraud to
study the perform ance underdifferentevaluation m etrics. From these extensive
num ericalexperim ents,w e dem onstrate undereach classification paradigm , the
com plex dynam ics am ong resam pling techniques, base classification m ethods,
evaluation m etrics, and in balance ratios. W e also sum m arize a few takeaw ay
m essagesregarding the choicesofresam pling techniquesand base classification
m ethods, which could be helpful for practitioners.

KEYV ORDS
binary classification, classical classification € C) paradigm , costsensitive €S) leaming paradigm ,
in balance ratio, in balanced data, N eym an Pearson (NP) paradigm , resam pling m ethods

netw orks [NN s], boosting), w hich w e refer to as the base
classification m ethods in this paper, have been developed
to dealw ith different distributions of data [32]. H ow ever,

C lassification isa w idely studied type of supervised leam—
ing problem with extensive applications. A m yriad of
classification m ethods (e.g., logistic regression [LR]J, sup-
portvectorm achines [SVM s], random forest [RF], neural

Yang Feng and M in Zhou contributed equally to thisw ork.

in the case where the classes are of different sizes (e.,
the im balanced classification scenario), naively applying
the existing m ethods could lead to undesirable results.
Som e prom inentapplications include defectdetection [4],
m edical diagnosis [16], fraud detection [66], spam em ail

StatAnalData M ir:TheASA Data Scijournal 2021;1 24.
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ABSTRACT

This paper explores the properties of the gap of representative
points (RPs) in the sense of minimum mean square error for various
univariate statistical distributions. We illustrate the relationship
between RPs and doubly truncated mean residual life (DMRL) as well
as mean residual life (MRL), which are widely used in survival ana-
lysis. The limiting behavior of the gap between the largest two RPs
is discussed. In addition, an upper bound of the optimal MSE is
given when the univariate random variable X has a domain on finite
interval. In simulation studies, the performance of RPs for various dis-
tributions is assessed in terms of moment estimation and resampling
technique. A brief discussion about the relationship between the tall
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of the distribution and the gap of RPs is also given.

1. Introduction

It is often to request to find a discrete distribution to approximate a given continuous
distribution with retaining information as much as possible. Let X be a continuous ran-
dom variable with probability density function f{x) and E(X?) < co. One wants to use a
discrete random variable Y shown in Equation (1) to represent X, where P(Y = y;) =
pi>0i=1...,nand y1 < .. <Y

Y|y1 s (1)
PlPL - Pn

The concept of representative points in the sense of minimum mean square error (MSE
RPs or RPs for short) has been widely used to solve the problem (Cox 1957; Fang and
He 1982; Flury 1990). The representative points are also called principal points (Flury
1990, 1993; Tarpey 1995; Tarpey, Li and Flury 1995) and quantizer (Max 1960; Lloyd
1982; Graf and Luschgy 2007) in the literature. There are many applications of RPs in
signal compression (Max 1960; Lloyd 1982), cluster analysis (Anderberg 1973), statistical
simulation (Fang, Zhou, and Wang 2014; Lemaire, Montes, and Pages 2020), and
numerical integration (Pages 1998; Pagés and Printems 2003; Pages 2015).

CONTACT Jianxin Pan Jianxin.Pan@manchester.ac.uk 9 Department of Mathematics, The University of Manchester,
Oxford Road, Manchester M13 9PL, UK.

© 2021 Taylor & Francis Group, LLC
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1 | INTRODUCTION

Abstract

In statistical research, variable selection and feature extraction are a typical
issue. Variable selection in linear models has been fully developed, while it has
received relatively little attention for longitudinal data. Since a longitudinal study
involves within-subject correlations, the likelihood function of discrete longitu-
dinal responses generally cannot be expressed in analytically closed form, and
standard variable selection methods cannot be directly applied. As an alterna-
tive, the penalized generalized estimating equation (PGEE) is helpful but very
likely results in incorrect variable selection if the working correlation matrix is
misspecified. In many circumstances, the within-subjectcorrelations are of inter-
est and need to be modeled together with the mean. Forlongitudinal binary data,
it becomes more challenging because the within-subject correlation coefficients
have the so-called Fréchet-Hoeffding upper bound. In this paper, we proposed
smoothly clipped absolute deviation (SCAD)-based and least absolute shrink-
age and selection operator (LASSO )-based penalized joint generalized estimating
equation (PIGEE) methods to simultaneously model the mean and correlations
for longitudinal binary data, together with variable selection in the mean model.
The estimated correlation coefficients satisfy the upper bound constraints. Sim-
ulation studies under different scenarios are made to assess the performance of
the proposed method. Compared to existing PGEE methods that specify a work-
ing correlation matrix for longitudinal binary data, the proposed PIGEE method
works much better in terms of variable selection consistency and parameter
estimation accuracy. A real data set on Clinical Global Impression is analyzed
for illustration.

KEYWORDS
correlation matrix, joint mean and correlation models, longitudinal binary data, penalized gen-
eralized estimating equations, variable selection

In the era of big data, information science technology has been developed rapidly, which greatly reduces the cost of data
collection, storage, and transmission. Massive data are generated every day, providing opportunities and challenges for
various scientific studies. These data often contain a large amount of complex covariates. Even at the time of information

Biometrical Journal. 2021;1-17. www. biometrical-journal com © 2021 Wiley-VCH GmbH | 1
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Abstract This paper addresses the issue of testing sphericity and identity of high-dimensional population
covariance matrix when the data dimension exceeds the sample size. The central limit theorem of the first four
moments of eigenvalues of sample covariance matrix is derived using random matrix theory for generally dis-
tributed populations. Further, some desirable asymptotic properties of the proposed test statistics are provided
under the null hypothesis as data dimension and sample size both tend to infinity. Simulations show that the
proposed tests have a greater power than existing methods for the spiked covariance model.

Keywords sphericity test; identity test; high-dimensional covariance matrix; spiked model; spectral distri=
bution
2000 MR Subject Classification 62F03; 62F05

1 Imntroduction

High-dimensional statistical inference problems for covariance matrices are increasingly en-
countered in many applications such as image processing, stock marketing and genetics. A
fundamental problem in such applications is the hypothesis test for covariance matrix when
data dimension is much larger than the sample size. With the advancement in computer tech-
nology, it is feasible to analyze the high-dimensional data. However, many of the classical
multivariate methods may not work properly when the dimension equals or exceeds the sample
size. These procedures rely on the classical regime where the sample size tends to infinity while
the dimension remains fixed.

Let Xy,---,X, be independent and identically distributed (ii.d.) p-dimensional vectors
with mean zero and covariance matrix ¥;,. We focus on testing two structures for the population
covariance matrix:

1) The sphericity test

Hya 1 Bgo= n:rQI;J vs. Hig:Zp# 62[]3‘. (1.1)

2) The identity test
Ho: B, =L, vs. Hy:E, #I, (1.2)

where ¢ is an unknown but finite positive constant, and I, is the p x p identity matrix. Tradi-
tional tests for covariance matrix based on the likelihood ratio (cf. [1]) can not used when the

Manuscript received September 20, 2019. Accepted on November 25, 2020.
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ARTICLE LNFO ABSTRACT
Article history: The estimation of structured covariance matrix arises in many fields. An appropriate
R‘K?!‘k‘d 14 April 2020 covariance structure not only improves the accuracy of covariance estimation but also
Received in revised form 14 February 2021 increases the efficiency of mean parameter estimators in statistical models. In this paper,

Accepted 14 February 2021

‘Available online 9 March 2021 a novel statistical method is proposed, which selects the optimal Toeplitz covariance

structure and estimates the covariance matrix, simultaneously. An entropy loss function
with nonconvex penalty is employed as a matrix-discrepancy measure, under which

AMS 2010 subject classifications:

62H12 the optimal selection of sparse or nearly sparse Toeplitz structure and the parameter
62F12 estimators of covariance matrix are made, simultaneously, through its minimization. The
62]10 cases of both low-dimensional (p < n) and high-dimensional (p > n) covariance matrix
Keywainds: estimation are considered. The resulting Toeplitz structured covariance estimators are
CovarAncR i guaranteed to be positive definite and consistent. Asymptotic properties are investigated
Entropy loss and simulation studies are conducted, showing that very high accurate Toeplitz covari-

High-dimension
Nonconvex penalty
Toeplitz covanance structure

ance structure estimation is made. The proposed method is then applied to practical data
analysis, which demonstrates its good performance in covariance estimation in practice.
© 2021 Elsevier Inc. Allrights reserved.

1. Introduction

Covariance matrix, which characterizes the pairwise linear correlation of multiple variable, plays an important role
in statistical research and application. In financial risk assessment [13], longitudinal data analysis [21], spatial and
spatio-temporal data analysis [11] and signal processing [27], for instance, covariance matrix is always indispensable
and fundamentally important. With the fast development of technology, datasets generated in various fields become
increasingly large and may be high-dimensional, that is, the number of variables is bigger than the sample size (i.e., p > n),
which seriously challenges standard statistical methods. For example, the sample covariance matrix, the most commonly
used estimator of the population covariance matrix, degenerates as the dimension of data is close to, or larger than,
the sample size. In addition, most of the available algorithms for high-dimensional covariance estimation are inevitably
computationally intensive and numerically instable. In this paper, we focus on a broad class of covariance structures —
Toepliz structure, which contains many commonly used covariance structures as special cases, such as order-one moving
average (MA(1)), order-one autoregression (AR(1)) and order-one autoregressive and moving average (ARMA(1,1)) among
many others. We then propose a novel method that selects the optimal Toeplitz covariance structure and estimates the
high-dimensional covariance matrix, simultaneously.
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1 | INTRODUCTION

Longitudinal data analysis has been very common in various fields. It is impor-
tant in longitudinal studies to choose appropriate numbers of subjects and
repeated measurements and allocation of time points as well. Therefore, exist-
ing studies proposed many criteria to select the optimal designs. However, most
of them focused on the precision of the mean estimation based on some spe-
cific models and certain structures of the covariance matrix. In this paper, we
focus on both the mean and the marginal covariance matrix. Based on the mean—
covariance models, it is shown that the trick of symmetrization can generate bet-
ter designs under a Bayesian D-optimality criterion over a given prior parameter
space. Then, we propose a novel criterion to select the optimal designs. The goal
of the proposed criterion is to make the estimates of both the mean vector and
the covariance matrix more accurate, and the total cost is as low as possible. Fur-
ther, we develop an algorithm to solve the corresponding optimization problem.
Based on the algorithm, the criterion is illustrated by an application to a real
dataset and some simulation studies. We show the superiority of the symmetric
optimal design and the symmetrized optimal design in terms of the relative effi-
ciency and parameter estimation. Moreover, we also demonstrate that the pro-
posed criterion is more effective than the previous criteria, and it is suitable for
both maximum likelihood estimation and restricted maximum likelihood esti-
mation procedures.

KEYWORDS
Bayesian, cost function, D-optimality criterion, sequential number-theoretic optimization
(SNTO)

Longitudinal data are very common in practice, for example, the randomized controlled trials in health and medical
sciences, the quality control in industry and the growth curve analysis in biological and agriculture. In longitudinal data
analysis, measurements are taken from the same subject repeatedly over time. The responses between subjects may be
independent, but the repeated measurements within subjects are very likely to be correlated.

It is well known that the misspecification of the covariance structure may lead to a great loss of efficiency of the mean
parameter estimators. Also, if the longitudinal data contain certain missing values and/or are not normally distributed,
the mean parameter estimators may be biased when the covariance structure is misspecified (Daniels & Zhao, 2003).
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